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Abstract: The Affective computing is one of the fast-growing 

areas which has inspired research in the field of emotion 

detection for many applications. This paper briefs out the related 

work on EEG based emotion detection using publicly available 

data and a proposed method to detect inner emotion-states. A 

supervised machine learning algorithm is developed to recognize 

human inner emotion states in two-dimensional model. The 

electroencephalography signals from DEAP and SEED-IV 

database are considered for emotion detection. Discrete Wavelet 

Transforms are applied on preprocessed signals to extract the 

desired 5 frequency bands.  Some features like Power, energy, 

differential entropy and time domain are extracted. Channel wise 

SVM classifier is developed and channel combiner is done to 

detect the appropriate emotion state. The classification rate for 

four classes are 74%, 86% ,72% & 84% for DEAP database and 

79%, 76%,77% & 74% for SEED-IV database. 

 

Index Terms: BCI, DEAP, DWT, EEG, SEED-IV, SVM. 

I. INTRODUCTION 

 Brain computer Interface is an emerging research field 

since past few years. BCI systems involves in analysis of 

Electro-Encephalogram signals from brain. The concept of 

BCI began as assisting individuals with physical and 

physiological disorders over a decade. [1][2] Now the 

research in BCI has extended in various fields including 

normal people. Some of such applications are classification 

of abnormal brain activity, epilepsy detection, emotion 

detection etc. Emotion detection is one among the growing 

areas in the field of affective-computing in which the 

interaction between machines and individuals can be 

improved through the change in individual’s inner states. [3] 

This motivated many researchers to develop real time 

emotion detection for clinical, entertainment, marketing etc. 

[4] 

 Emotions have a major effect on the social skills of a 

person and their perception of the world. Human emotion 

can be detected by a plethora of factors like expressions, 

speech and physiological signals. In [5], emotion detection 

using EEG signals is advantageous than other methods.  

 

 

 

 

 

 

 

 

 

 

 

EEG tracks and records electrical impulses of the neurons in 

the brain. EEG was primarily used for medical diagnosis but  

since the introduction of more portable and cost-effective 

BCI headsets, the possibility of application in the 

entertainment industry has increased. Emotion states are 

interpreted through dimensional model as shown in Fig-1 as 

well as discrete model. In dimensional model, the discrete 

basic emotion states are spatially represented across valance 

and arousal. 

 In this paper, a review on emotion detection using EEG-

signals data sets available online is carried out and a method 

is proposed on two databases. In the proposed system, a 

machine learning algorithm is developed to identify emotion 

states based on dimensional model for the available 

database. Time domain features, wavelet features and 

entropy features are identified and classified using SVM 

classifier. This paper is organized as stated below: 

Introduction of BCI, emotion detection is described in 

section I. In section II, literature review of similar work is 

discussed. Methodology, results and discussion are 

elaborated in section III and IVand conclusion in section V. 

 
Fig 1: Dimensional model 
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II. LITERATURE REVIEW 

 The following authors used DEAP Data-set for 

analyzing emotion states. Hongpei et al. [6], explains the 

effect of detecting emotion states accuracy of brain signal 

with different bands of frequencies and number of channels.  

 

The classifier used is the K-nearest neighbor Classifier. 

Better accuracy of about 95% is obtained in gamma 

frequency bands and accuracy was increased when number 

of channels were increased from 10,18, 18 and 32. 

Zamanian et al. [7], extracted Gabor and IMF along with 

time-domain features and using multiclass SVM as 

classifier, they obtained an accuracy of 93% for 3 and 7 

channels. Chao et al. [8] explored deep learning framework 

achieving a rate of 75.92% for arousal and 76.83% for 

valence states. Liu et al. [9], classified the data using time 

and frequency domain features and obtained 70.3% and 

72.6%, using SVM. Mohammadi et al. [10], used Entropy 

and energy of each frequency band to classify using KNN 

and achieved an accuracy of 84.05 % for arousal and 86.75 

% for valence. Xian et al. [11] used MCF with accuracy of 

83.78 % and 80.72% for valence and arousal respectively 

with statistical, frequency and nonlinear dynamic features. 

Alhagry et al. [12] proposed a LSTM Recurrent Neural 

Network and the average accuracy for arousal, valence, and 

liking classes was 85.65%, 85.45%, and 87.99%. Maria et 

al. [13] investigated power features based on Russell’s 

Circumplex Model and applied to SVM with performance of 

88.4% for Valence and 74% for Arousal. 

 Singh et al. [14] used SVM classifier to classify 

emotions into four quadrants through ERP and latency 

features. The accuracy rate was 62.5% to 83.3% for single 

trail and for multi subject trails, they obtained 55% 

classification rate for 24 subjects. Ang et al. [15] proposed 

an algorithm using wavelet transform and time-frequency 

features with ANN classifier. A classification rate of 81.8% 

for mean and 72.7% standard deviation y for happy emotion 

was obtained.  For sad emotions, performance of frequency 

domain features was 72.7%. Krishna et al. [16] used 

Tunable-Q wavelet transform to get sub-bands of EEG 

signals which is acquired from 24 electrodes by watching 30 

video clips. They obtained higher classification accuracy of 

84.79%. 

 From the survey it is seen that researchers have 

developed many ML algorithms using different features and 

have obtained an accuracy of 74 to 90 %. In this proposed 

method, a machine learning algorithm is developed to 

classify the emotion states in to 4 classes using channel 

fusion method for data available from DEAP and SEED-IV 

data base separately. 

III. METHODOLOGY 

 It is observed from the survey that the models developed 

for detecting emotion states are preferably supervised 

algorithms. The preprocessed SEED-IV and DEAP data are 

analyzed using different features in frequency and time 

domain. A supervised machine learning model is developed 

to identify the emotion states into 4 classes. The proposed 

method is shown in Fig-2. 

A. Data Acquisition 

 The first and one of the most important things to start is 

with data acquisition. The EEG signals are obtained by use 

of very high-performance systems at various sampling rate 

based on the capacity of the system used. The sampling rate 

of the device used must be more than 150hz as the EEG 

signals range from 5hz to 70hz. To analyze emotion states 

using EEG signals, the data from 2 different online available 

databases namely DEEP and SEED-IV are used. 

 In DEAP database [17], the brain signals for 32 subjects 

is acquired from a 32-channel EEG device at a sampling rate  

of 500hz, by showing 40 video trails of each 1 min duration 

to all subjects. Two different devices namely Twente and 

Geneva were used for data acquisition. The data which is 

available online is pre-labelled based on the emotion wheel. 

The protocol followed for the process of data acquisition is 

shown in Fig-3. 

In SEED-IV database, EEG data is acquired from a 64-

channel device by showing 2 mins videos for 15 subjects at 

a sampling rate of 1000hz.For each subject 3 sessions were 

performed on different days.So, it makes a total of 45 

subjects.  

 
Fig 2: Proposed 

Methodology 
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B. Event Separation 
 The duration of events varies based on the length of the 

video shown and the number of events in a trial depends on 

the number of videos shown in each trial during data 

acquisition. The duration of each event and number of 

events per trial could be different in different databases 

based on the protocol followed for data acquisition. The raw 

data obtained by DEAP database is converted to mat files 

after separating each event from the continuous data, based 

on the protocol followed during the data acquisition. The 

data obtained from SEED-IV are mat files which has events 

pre-separated based on the protocol followed. The same 

channels were considered for both the databases. 

 
 

 

Fig 3: DEAP data protocol 

 

 

Fig 4: SEED-IV data protocol 

C. Pre-Processing 

 For pre-processing the raw EEG signals, the signals are 

passed through 3 different filters removing different types of 

artifacts from the raw signals at each filter. First the signals 

are passed through 50hz/60hz notch filter to remove the line 

frequency artifacts added into the raw data during data 

acquisition. As we use 50hz, 230V AC power supply, we 

used a 50hz notch filter. Before analysis the data is 

converted from fixed or common reference to average 

reference since the electrodes are spread across the scalp, 

moving average re-referencing method is used to re-

reference the data. The signals are then given to a 1-D 10th 

order median filter. This removes the impulsive noises 

present in the data. Hence, a smooth signal is obtained 

without spikes or impulsive noises present in it. This filter is 

implemented using “medfilt“ function in MATLAB. Finally, 

the signals are passed through a band pass filter. A bandpass 

filter of order 20, with lower and upper cut-off frequencies 

0.1 and 60 respectively is implemented using “filtfilt” 

function in MATLAB. This filter band limits the acquired 

signal’s frequencies in the EEG signal range. 

D. Feature extraction 

 It is the process of extracting meaningful features out of 

the pre-processed data to implement robust classification. 

There are many features that can be extracted from an EEG 

signal. The two-main category of features that can be 

extracted are in time domain, frequency domain [18] 

[19],the features used in this paper for analyzing EEG 

signals are given below in Table-1. 8-level DWT 

decomposition “db8” is carried out on the pre-processed 

signal to obtain 5 frequency bands: delta (1-3Hz), theta (4-

7Hz), alpha (8-13 Hz), beta (14-30Hz), gamma (31-60Hz) 

[20]. For both the databases, channel wise feature vector is 

computed for each channel and stored, in-order to feed them 

respectively to the 32 channel wise classifiers used. 

E. Classification 

 Support Vector Machine (SVM) is used to classify the 

emotions into 4 classes based on the extracted features. 

SVM is a supervised machine learning algorithm. The 

features extracted are given to SVM classifier. In each 

database, 70% of the data is used for training, the remaining 

30% is used for testing. Labelled training data is given as 

the input to the algorithm, the output obtained is an 

optimized hyperplane which is used to categorize new 

examples. The SVM algorithm used has various parameters 

like regularization, gamma and kernel etc., by choosing the 

correct parameters based on the nature of available data we 

have achieved considerable nonlinear classification. In this 

paper, 32 classifiers, one for each channel, is developed to 

classify the emotions into four states. To predict the final 

emotion state, a channel fusion method is employed. The 

SVM algorithm is implemented in python. Separate SVM 

classifier is developed for both databases. 

 
Table 1: Extracted Features 

 

Feature Type Feature Name 

Time domain 

(Statistical 

Features)  

Mean, Root mean square, Std-

deviation, First difference, Normalized 

first difference, Second difference, 

Normalized second difference, 

Kurtosis, Skewness, Variance, Mobility 
and Complexity (Hjorth Parameters) 

Wavelet or 

Frequency 

Domain 

features of 5 

band  

Band energy, Power spectral density, 

Differential entropy, Average band 

power 

Other features Hurst exponential and Permutation 

entropy 

 

 DEAP database has signals acquired from 32 subjects. 

Out of 32, the data of 22 subjects are used for training while 

the remaining 10 subjects’ 

data are used for testing the 

trained model. The feature 

vector used for training each 

channel wise classifier is 
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880*34 in size, which comprises the data of 34 features 

extracted from 40 events present in all 22 subjects’ data. 

 SEED-IV database has down sampled data of 45 

subjects. Out of the data of 45 subjects, the data of 32 

subjects are considered for training while the remaining 13 

subjects’ data is used for testing. A 742*34 feature vector is 

fed to each channel wise classifier. The feature vector 

comprises the dataof 34 features extracted from 24 events 

present in all 32 subjects’ data. 

 

IV. RESULTS 

 In DEEP database, 22 subject’s data are used for 

training. Each subject has 40 events and 34 extracted 

features, so 880*34 feature vector is fed to each of the 32-

channel based SVM classifiers. In SEED-IV database, 32 

subject’s data are used for training. A feature vector of 

742*34 is applied for each of the 32-channel based SVM 

classifiers. The trained network is tested on remaining 30% 

data for both the models. The training model is designed to 

predict 4 classes, class1: HAHV, class 2: HALV, class 3: 

LALV and Class 4: LAHV. 

 The classification accuracy for DEAP database is 74 %, 

86%, 72% and 84% for class1, class 2, class 3 and Class 4 

respectively.  

The performance rate for SEED-IV database is 79%, 

76%,77% and 74% for class 1, 2, 3, and 4 respectively. The 

overall performance of trained SVM model for both 

databases is shown in Table 2. The accuracy rate of the 

classifier is shown in Fig-5. 

Table 2: Overall Performance 

 

Class SVM- Classifier performance 

DEAP data SEED-IV data 

1. HAHV 74% 79% 

2. HALV 86% 76% 

3. LALV 72% 77% 

4. LAHV 84% 74% 

 It was observed that among 34 features extracted, Hurst 

exponential, differential entropy and average power of all 

bands, and a few time domain features like kurtosis, RMS, 

skewness, second and first normalized difference were 

predominant for all the classes. 

 

 
 

Figure 5: SVM Classifier performance for two databases 

IV. CONCLUSION 

 In this paper, highlight on the work done for available 

databases like SEED-IV and DEAP were discussed. The 

Statistical features, frequency domain features, Hurst 

exponential and Permutation entropy were extracted for both 

the databases: SEED-IV and DEAP separately. Power 

features, Hurst exponential and a few time domain features 

played an important role in distinguishing the emotion 

states.  The average performance of the SVM classifier is 

79% and 76.5% for DEAP and SEED-IV database 

respectively. The overall classification rate for 4 emotion 

classes of DEAP database is 74%, 86%, 72%, 84% 

respectively and for the SEED-IV database it is 79%, 

76%,77% and 74% respectively. 

 The channel fusion method employed with channel wise 

SVM classifier seems to perform better for DEAP data than 

for SEED-IV data. A model is developed to obtain the 

performance of the signals acquired.The same model 

developed can be used in future to compare performance of 

real time signals acquired [18] [20]. Further some more 

features can be added to increase the classifier rate. A robust 

model can be developed to classify inner emotions for 

different databases. 

REFERENCES 

1. Gary Garcia Molina, TsvetomiraTsoneva and Anton Nichol, 

“Emotional Brain- Computer Interfaces”, IEEE, 2009. 

2. MandeepKaur, Computer Sc. &Engg. Sharda University, Greater 

Noida, U.P., India “Technology Development for Unblessed People 

using BCI: A Survey”, International Journal of Computer 

Applications (0975 – 8887) Volume 40, February 2012. 

3. Al-Nafjan, Abeer, ManarHosny, Yousef Al-Ohali, and Areej Al-

Wabil. "Review and Classification of Emotion Recognition Based on 

EEG Brain-Computer Interface System Research: A Systematic 

Review." Applied Sciences 7, no. 12 (2017): 1239. 

4. Y. Liu, O. Sourina, and M. K. Nguyen, "Real-Time EEG-Based 

Human Emotion Recognition and Visualization," in International 

Conference on Cyberworlds (CW), 2010, pp. 262-269.Li M., Chai Q., 

Kaixiang T., Wahab A., Abut H. (2009) EEG Emotion Recognition 

System. In: Takeda K., Erdogan H., Hansen J.H.L., Abut H. (eds) In-

Vehicle Corpus and Signal 

Processing for Driver 

Behavior. Springer, Boston, 

MA 

5. Gary Garcia Molina, 

TsvetomiraTsoneva and Anton 

65%
70%
75%
80%
85%
90%

Class1 : 
HAHV

Class 2: 
HALV

Class 3 
:LALV

Class 4: 
LAHV

DEAP 74% 86% 72% 84%

SEEDIV 79% 76% 77% 74%

74%

86%

72%

84%
79%

76% 77%
74%

Overall Classifier Perfromance  

DEAP SEEDIV



International Journal of Recent Technology and Engineering (IJRTE) 

ISSN: 2277-3878, Volume-8, Issue-1C, May 2019 

 

211 

 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  Retrieval Number: A10360581C19/19©BEIESP 

 

 

 

 

 

 

 

 

Nichol, "Emotional Brain Computer Interfaces", in 3rd International 

Conference on Affective Computing and Intelligent Interaction and 

Workshops, 2009, pp.1-9 

6. Li, Mi, HongpeiXu, Xingwang Liu, and Shengfu Lu. "Emotion 

recognition from multichannel EEG signals using K-nearest neighbor 

classification." Technology and Health Care Preprint (2018): 1-11. 

7. Zamanian, Hanieh, and Hassan Farsi. "A New feature extraction 

method to Improve Emotion Detection Using EEG Signals." ELCVIA 

Electronic Letters on Computer Vision and Image Analysis 17, no. 1 

(2018): 29-44. 

8. Chao, Hao, HuilaiZhi, Liang Dong, and Yongli Liu. "Recognition of 

emotions using multichannel EEG data and DBN-GC-based ensemble 

deep learning framework." Computational intelligence and 

neuroscience 2018 (2018). 

9. Liu, Jingxin, HongyingMeng, Maozhen Li, Fan Zhang, Rui Qin, and 

Asoke K. Nandi. "Emotion detection from EEG recordings based on 

supervised and unsupervised dimension reduction." Concurrency and 

Computation: Practice and Experience 30, no. 23 (2018) 

10. Mohammadi, Zeynab, JavadFrounchi, and MahmoodAmiri. 

"Wavelet-based emotion recognition system using EEG 

signal." Neural Computing and Applications 28, no. 8 (2017): 1985-

1990. 

11. Li, Xian, Jian-Zhuo Yan, and Jian-Hui Chen. "Channel Division 

Based Multiple Classifiers Fusion for Emotion Recognition Using 

EEG signals." In ITM Web of Conferences, vol. 11, p. 07006. EDP 

Sciences, 2017. 

12. Alhagry, Salma, AlyAlyFahmy, and Reda A. El-Khoribi “Emotion 

Recognition based on EEG using LSTM Recurrent Neural Network “, 

(IJACSA) International Journal of Advanced Computer Science and 

Applications, Vol. 8, No. 10, 2017, PP 355 – 358 

13. Menezes, Maria LuizaRecena, A. Samara, L. Galway, A. Sant’Anna, 

AntanasVerikas, Fernando Alonso-Fernandez, H. Wang, and R. Bond. 

"Towards emotion recognition for virtual environments: an evaluation 

of eeg features on benchmark dataset." Personal and Ubiquitous 

Computing 21, no. 6 (2017): 1003-1013 

14. Singh, Moon Inder, and Mandeep Singh. "Development of a real time 

emotion classifier based on evoked EEG." Biocybernetics and 

Biomedical Engineering 37, no. 3 (2017): 498-509. 

15. Ang, Adrian Qi-Xiang, Yi Qi Yeong, and Wee Wee. "Emotion 

Classification from EEG Signals Using Time-Frequency-DWT 

Features and ANN." Journal of Computer and Communications 5, no. 

03 (2017): 75. 

16. Krishna, AnalaHari, AravapalliBhavya Sri, 

KurakulaYuvaVenkataSaiPriyanka, SachinTaran, and Varun Bajaj. 

"Emotion classification using EEG signals based on tunable-Q 

wavelet transform." IET Science, Measurement & Technology 

(2018). 

17. Koelstra, Sander, Christian Muhl, Mohammad Soleymani, Jong-Seok 

Lee, AshkanYazdani, TouradjEbrahimi, Thierry Pun, Anton Nijholt, 

and IoannisPatras. "Deap: A database for emotion analysis; using 

physiological signals." IEEE transactions on affective computing 3, 

no. 1 (2012): 18-31. 

18. ThejaswiniS , Dr. K M Ravi Kumar “  Detection of human emotions 

using features based on discrete wavelet transforms of EEG signals" , 

International Journal of Engineering & Technology,  7(1.9) (2018) , 

PP : 119-122. 

19. Thejaswini S., Ravi Kumar K.M., Rupali S., Abijith V. (2018) “EEG 

Based Emotion Recognition Using Wavelets and Neural Networks 

Classifier”, In: Cognitive Science and Artificial Intelligence. Springer  

Briefs in Applied Sciences and Technology. Springer, Singapore, 23 

December 2017. PP 101 -112.  

20. Thejaswini S, Dr. K M Ravi Kumar, “A Novel Approach to Detect 

Inner Emotion States Using EEG Signals and Wavelet Transforms”, 

5th International Conference on communication and computer 

engineering ICOCOE 2018, 17th to 19th July 2018, SWISS 

GARDEN HOTEL, T2-4, The Shore @ Melaka River, 

JalanPersisiranBunga Raya, 75300 Malacca, Malaysia. 

 

 

 

 

AUTHORS PROFILE 

 

Mrs. ThejaswiniS,  isworking asAssistant 

Professor,Department of Telecommunication 

Engineering,B M S Institute of Technology and 

Management,Bengaluru, Karnataka, India. She has 

completed her BE in E&CE and M.Tech in digital 

Communication and Networking. she is pursuing her 

Ph.D. in the area of Brain computer interface.  She has more than 10 

paperPublication in international Journals and Conferences. Her area of 

interest is BCI, Machine Learning and Signal Processing. She has a 

teaching experience of 15  years and research of 5 years.   

 

Dr. K M Ravikumar, is working as Principal and 

ProfessorDepartment of Electronics & Communication, 

Engineering, S J C Institute of Technology, 

Chickballapur, Karnataka, India. He has obtained his 

Ph.D in the area of Digital signal processing. He a has 

around 22 years of teaching experience and more    Than 

10 years of research experience in the fields of   speech processing, Brain 

Computer Interface, Image   processing domains.  He has more than 20 

publications in peer reviewed Journals and more than 15 papers in 

International Conferences.  Some of his achievements AreSpecial Officer, 

VTU-Regional, Expert Committee Member for National Board of 

Accreditation (NBA), New Delhi, Reviewer: Elsevier Editorial Systems, 

Member LIC (Local Inquiry Committee), VTU, Belgaum. He has received 

various awards and few are Bharat VidyaShiromani Award, Best 

Engineering College Principal of the year- 2016, RashtriyaVidyaGaurav 

Gold Medal Award etc 

 

 

Jhenkar Lis Student in Department of 

Telecommunication Engineering,B M S Institute of 

Technology and Management,Bengaluru, Karnataka, 

Indiajhenkar2109@gmail.com 

 

 

 

 

Aditya NatarajisStudentDepartment of 

Telecommunication Engineering,B M S Institute of 

Technology and Management,Bengaluru, Karnataka, 

Indiaaditya.n2011@gmail.com 
 

 

 

Abhay K Kis StudentDepartment of 

Telecommunication Engineering,B M S Institute of 

Technology and Management,Bengaluru, Karnataka, 

Indiaabhay.karanam@gmail.com 



 
Copyright © 2018 Authors. This is an open access article distributed under the Creative Commons Attribution License, which permits 

unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 
 

 

International Journal of Engineering &Technology, 7 (3.12) (2018) 108-111 

 

International Journal of Engineering & Technology 
 

Website: www.sciencepubco.com/index.php/IJET 

 

Research paper  

 

 

 

A Compact Multi-band Rectangular Slot Microstrip Antenna 

for Wi-MAX, WLAN and X-band Applications 
 

Banuprakash.R
1*

, Hariprasad.S.A
2
 

 
1Assistant professor, Department of TE, BMSIT&M, Bengaluru, India 

2Director, School of Engineering and Technology, Jain University, Bengaluru, India 

*Corresponding Author E-mail: 1r.bhanuprakash@bmsit.in 

 

  

Abstract 

In this paper a rectangular slotted rectangular patch tripple band antenna for wireless applications is presented. The antenna has 

dimension of about 25 x 20 x 1.6mm3. The antenna operates at the frequencies 3.6 GHz, 5.8 GHz and 7.5 GHz with bandwidth of about 

3.61%, 1.03% and 1.07% respectively. This antenna can be used for WIMAX (3.6GHz), WLAN (5.8GHz) and X-band(7.5GHz) 

applications. The stable radiation pattern, acceptable gain and good impedance matching are observed at obtained frequencies using 

HFSS tool. 

 

Keywords: Ttrippleband, slot. HFSS, WLAN, WiMAX 

 

1. Introduction 

 
In recent years, multiband antenna has received significant 

attention in antenna design due to its operational characteristics[. 

The arrival of various wireless standards and protocols lead to the 

need to develop compact, lightweight antennas operating with 

multiple frequency bands [3]. Multiband antennas can operate at 

different frequencies for various wireless applications. A size 

reduction is needed to meet the specific requirement [1].Compared 

with conventional antennas, patch antennas are with small size, 

ease of integration in mobile and wireless communication [2]. 

miniaturization can be obtained using metamaterial loading, 

shorting walls [4-5]. To achieve multiple frequencies various 

techniques can be employed like slots on the patch, slots on the 

ground plane, a defective ground structure, etc. Although the 

radiation patterns are stable, however the antenna structures need 

careful optimization [6]. 

A. Contribution 

In this research we have proposed a multiband slotted antenna for 

WIMAX, WLAN and X-band applications. The main 

contributions are as follows: The antenna consists of rectangular 

shaped slot on radiating patch. The designed antenna is compact 

with total volume of 800mm3 (25 x 20 x 1.6mm3) and patch are of 

324mm2 (18 x 18mm2). 

 

2. Antenna Design 

 
The proposed antenna is designed using the following equations 

[7]. 

The length (L) is given by (1), 

                                                                                 
(1) 

 

The width (W) is calculated by (2), 

                  (2) 

 

 
Fig. 1:  Front View of the proposed antenna 

 

 

Fig. 2:  Back View of the proposed antenna 
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Fig. 2: Antenna and its return loss without slot 

 

Micro strip feeding technique is employed to achieve less return 

loss and better impedance matching. The current distribution due 

to slot makes the antenna to operate at different frequencies like 

3.6GHz (WIMAX), 5.8GHz (WLAN), 7.5GHz (X-band 

applications). 

 
Table 1: Dimensions of the Antenna 

Sl no. Parameter Value 

1. Dielectric constant 4.4 

2. Thickness 1.6mm 

3. Length of the ground(Lg) 25mm 

4. Width of the ground(Wg) 20mm 

5. Length of the patch(L) 18mm 

6. Width of the patch(W) 18mm 

7. Length of the feed(L1) 6mm 

8. Width of the slot(W1) 13mm 

9. Width of the feed (W2) 1.25mm 

 

 
Fig. 4: a) Antenna with detailed dimensions layout 

 

 
Fig. 4: b) Antenna with detailed dimensions layout 

 

3. Analysis of the Antenna 
 

To analyse the performance of the antenna, parametric studies are 

carried out. The analysis is carried out at those dimensions which 

have effect on antenna performance i.e, the analysis is done by 

varying a parameter while keeping the other constant.  

A. Effect of Feed Width (W2) 

Analysis is carried out to analyse the effect of the feed width on 

the return loss of the antenna. The feed width (W2) is varied in 

terms of 0.5 mm as shown in the figure (4 a). 

 
Fig. 5: a) Feed width (W2)=1.5mm. 

 

 
Fig. 5: b) Feed width (W2)=1mm. 

 

 
Fig. 5: c) Feed width (W2)=0.5mm. 

 

Further, to study the operation of the antenna the current 

distribution is analysed and depicted in the figure (6). At 3.6GHZ 

current is distributed near the sides of the square slot and on the 

feed. At 5.8GHz maximum current is distributed near the length of  

the slot and on the lower half of the feed. At 7.5GHz the current is 

distributed parallelly on the surface of the patch. 
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Fig. 6: a). Current distribution at 3.6GHz 

 

 
Fig. 6: b). Current distribution at 5.8GHz 

 

 
Fig. 6: c). Current distribution at 7.5GHz 

 

4. Results 

 
The antenna is built on a volume of 25 x 20 x 1.6 mm3 (800mm3). 

The substrate used is FR4 with the height 1.6mm and dielectric 

constant of 4.4. The simulated result of the return loss (S11) is 

illustrated in the figure (7). The antenna shows the triple 

resonance at 3.6GHz (WIMAX), 5.8GHz (WLAN), 7.5GHz (X-

band). The antenna shows good S11 which is less than -10dB. 

 
Fig. 7: S11 of the antenna. 

 
Table 2: Final results of the antenna 

F    Frequency 
(GHz) 

Return loss             
(S11) 

Bandwidth 
(GHz) 

Bandwidth 
(%) 

3.6 -14.86 0.13 3.61 

5.8 -12.32 0.06 1.03 

7.5 -11.82 0.08 1.07 

The VSWR of the antenna is given in the figure (8). For better 

performance of the antenna VSWR should lie between 1-2. The 

designed antenna obtains VSWR of 1.4, 16, 1.7 at resonance 

frequencies 3.6GHz, 5.8GHz, 7.5 GHz respectively. 

 

 
Fig. 8: VSWR plot of the antenna 

 

The radiation pattern is further interpreted in the figure (8). It 

shows the antenna has omni-directional path in the H-plane and 

bi-directional path in the E-plane at operating frequencies 3.6GHz, 

5.8GHz, 7.5GHz. 

 
Fig. 9: a). Radiation pattern of the antenna at 3.6GHz 
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Fig. 9: b). Radiation pattern of the antenna at 5.8GHz 

 

 
Fig. 9: c). Radiation pattern of the antenna at 7.5GHz 

 

 H-plane(X-polarization) 

 E-plane(X-polarization) 

 H-plane(co-polarization) 

 E-plane(co-polarization) 

 

The 3-D gain plot of the antenna is specified in the figure (9). The 

gain of about -1.28dB, 1.09dB and 1.53dB are obtained for 

3.6GHz, 5.8GHz and 7.5GHz respectively. The gain at 3.6GHz is 

low because of slot. 

 
Fig. 10: a). 3-D plot of gain at 7.5GHz 

 

 
Fig. 10: b). 3-D plot of gain at 5.8GHz 

. 

 
Fig. 10: c). 3-D plot of gain at 7.5GHz 

 

5. Conclusion 

 
A rectangular slotted rectangular patch antenna for WIMAX, 

WLAN and X-band applications is presented. The antenna shows 

low return loss at resonance frequencies 3.6GHz, 5.8GHz and 

7.5GHz. From the parametric analysis it is observed that trivial 

change in the dimensions of the antenna changes the performance 

of the antenna. The antenna has acceptable gain which is  useful in 

the above mentioned applications. The gain can be improved by 

using superstrate. 
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Abstract 

 
In this paper, a multiband antenna with a micro strip feed line is presented. This antenna is designed on FR4 substrate with dielectric 

constant 4.4 having overall size of 20 × 20 × 1.6mm3. The proposed antenna comprises defected ground structure with T and L shape 

slots to achieve multiband frequencies. This multiband antenna covers three different frequencies as 3.3 GHz, 3.85 GHz and 5.25 GHz. 

All of these frequencies are applicable for WiMAX and WLAN applications respectively. Return loss (S11), Gain and Radiation patterns 

are simulated and observed on HFSS. 

 
Keywords: Defective ground structure, WiMAX,WLAN. 

 

1. Introduction  

With the rapid development of wireless communication systems 

in recent years, miniaturized antenna acquired demand to include 

as an internal antenna. Therefore, microstrip antenna has become 

the main drift of development. Antenna is a type of transducer 

which is used to convert electrical energy into RF energy. 

Antenna is a basic device for any communication setup [1].  

These microstrip antennas are being used for various applications 

like Wi-MAX and WLAN applications  mainly due to their low 

profile, low cost, light weight and easy fabrication. For these 

applications, microstrip patch antennas can be designed by 

placing a Periodic or Non periodic slots on  ground plane called 

as  Defective Ground Structure (DGS) [2-3]. 

A micro strip feed line can be  used to feed the antenna in the  

design of   multiband antennas for wireless applications.  Wireless 

bands are  Wi-MAX (3500-4500 MHz), WLAN (5100-5800 

MHz) [4].Defective Ground Structure is a dynamic neighborhood 

of seek in the field of receiver and wave propagation.  

2. Antenna Structure Design   

A. Defected Ground Structure 

Etched slots or defects on the ground plane of microstrip circuits 

are referred to as Defected Ground structure. Single or multiple 

defects can be made on the ground plane. 

The utilization of DGS is invincible by the properties of the 

defects such as the shape, dimension, repetition etc. It has been 

used in the field of micro strip antennas for enhancing the 

bandwidth and gain. It is also used to suppress the higher mode 

harmonics, mutual coupling between adjacent element, and cross-

polarization for improving the radiation characteristics of the 

microstrip antenna. 

B. Design of the Antenna 

In this multiband antenna  square shape FR4 substrate with length 

20mm, width 20mm and height of 1.6mm is considered. A 

rectangular patch is placed on the substrate as shown in the 

figure1. 

 
Fig. 1: Front view of an antenna 

mailto:r.bhanuprakash@bmsit.in
mailto:amithgspn23@gmail.com
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Fig. 2: Back view of an antenna 

 

The L and T shape slots have been made  in the  ground plane to 

achieve multiple frequencies as depicted in the figure 2. All slot 

dimensions are balanced according to the length and width. 

3. Simulation of Antenna and Result 

Discussions 

 
 Fig.1: Front View of Antenna Without slots 

 

 
    Fig. 2: Back View of the Antenna without slots 

 

At the outset aerial deserted antenna is analyzed without DGS 

everywhere filler radiates at two bands 5.2GHz and 8.2GHz. 

 

 
Fig. 3: Simulation of Return loss of Antenna Without DGS 

 

 
Fig.3: Simulation of VSWR of Antenna Without DGS 

 

Since 5.2GHz is hold for WLAN application our aim is to keep 

grip of 5.2GHz and acquire other useful frequencies. This is 

completed according to the current distribution where slots are 

sliced in ground plane at less radiating part of 5.2GHz. 

 
  Fig.3: Current Distribution on ground plane at f:5.2 GHz. 

 

 
Fig. 4:Current Distribution on patch at f:5.2GHz. 
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Fig. 5: Current Distribution on patch at f:3.3 GHz 

 

 
Fig. 6: Current Distribution on ground plane at f:3.3 GHz. 

 

 
Fig. 7: Current Distribution on ground plane at f:3.8GHz. 

 

 
Fig. 8: Current distribution on patch  at f:3.8GHz. 

 

The length and width of the rectangular patch is (L1x W1) 

12.6mm x 16mm. Each slot in ground plane is cut in order to 

obtain multiple frequency. Where L and T shape slots produce the 

frequencies that holds good for WIMAX applications and the slot 

on feed line (Ls x Ws) 3.3mm x 1mm is cut in order to obtain 

positive gain at 3.3GHz.                                    

A. Return Loss  

Here antenna is producing 5.25GHz where both L and T shape 

slots together produces 3.3 and 3.85GHz. For these frequencies 

the return loss is -20.25, -20.22, and -16.47 respectively .      

 
Fig. 11: Simulation of return loss of antenna with DGS 

B. Radiation Pattern  

 Radiation pattern of an antenna shows E-plane and H-plane. We 

can also observe the co polarization and cross polarization of E 

and H planes. Here three different  radiation patterns  have been 

plotted with respect to three operating frequencies such as 3.3 

GHz, 3.85 GHz and 5.25GHz.  

 
Fig.12: Radiation pattern at frequency 3.3GHz. 

 

.  

Fig.13: Radiation Pattern at frequency 3.85GHz.. 

 

 
Fig.14: Radiation Pattern at frequency 5.25GHz 
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Gain of an antenna gives the degree of efficiency of the antenna 

and its directional capabilities. Here we observe 3.4dB at  3.3 

GHz,-2.1dB at 3.3GHz and 2.185 dB at 5.25GHz respectively 

 
Fig. 15: Gain of antenna at frequency 3.3GHz 

 

 
Fig. 16: Gain of antenna at frequency 3.85GHz 

 

 
Fig. 17: Gain of antenna at frequency 5.25GHz 

Parameters Without Slot With Slot 

Frequency 3.3GHz,3.8                                 

GHz,5.2GHz  

3.3GHz,3.85GHz,5.25GHz 

Gain -1.99dB,    
-1.64dB, 2.11dB 

3.42dB,-2.1dB,2.18dB 

Fig. 16: Comparison table 

4. Conclusion 

The aim of this work is to design and simulate a multiband 

microstrip slot antenna with defective ground structure operating 

in three different frequency bands with microstrip feeding 

technique. For the realization of the antenna, L and T shape slot 

are made in ground plane. Designed Multiband Antenna  

resonates at 3.3 GHz,3.85 GHz and 5.25GHz with return loss -

20.25 dB ,-20.22 dB and -16.42dB respectively with Gains of 

3.42dB,-2.1dB and 2.18dB which is suitable for Wi-MAX and 

WLAN applications. 
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Abstract: In this letter the antenna is designed for achieving 

the multiband frequency configuration with the dimension of 

26*26*1.6 mm3 with the use of substrate of dielectric constant of  

4.4. It is capable of operating at the frequency of 3.9 

GHz,5.8GHz and 6.7GHz, with a  gain of 2.9dB,4.6dB,-1.5dB 

respectively. By using the method like DGS, Slots and SSRR 

structure, the design is able to generate and operate at the above 

mentioned frequencies. Furthermore by placing a metallic 

switch on the rectangular shaped slot the proposed antenna can  

also  be used as reconfigurable antenna to produce different 

frequency. 

 

Index Terms: Slots, DGS, Reconfigurability, HFSS.  

I. INTRODUCTION 

In recent years the rapid development of the antenna has led to 

the increased demand of multiband microstrip antenna[6]. 

This has changed the approach of antenna design in 

completely diverse way[2]. Antenna is a passive device which 

converts electrical energy into Radio Frequency energy and 

couple it to free space for transmission. Since the antenna is an 

elementary device for wireless communication setup the 

microstrip multiband antenna has given a new manner to 

accomplish this objective. 

The performance of an antenna depends on the design 

parameters like dielectric constant, height of the substrate, 

frequency etc. There is an immense need of packed size and 

light weight antenna's which can be effectively bound together 

in present day communication systems. The micro strip patch 

antenna have been broadly utilized in elite satellite and remote 

specialized gadgets because of their low cost, compact shape, 

lightweight, simplicity of creation and similarity of 

combination with circuit technology. However, low 

transmission capacity, low power handling limit, low gain and 

directivity are the real disadvantages of patch antenna. 

Therefore, the challenge in microstrip antenna design is to 

increase the bandwidth and gain. 

To attain good gain and bandwidth, at low frequency bands in 

handheld and portable wireless devices antenna size plays a 

dynamic role. For flexibility to various situations in wireless 

remote sensing and radar systems, antenna with numerous 
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working frequencies is must [2] and patch antennas can be 

designed by engraving a portion of metal on ground plane 

either in periodic or non-periodic mode called  as Defective 

Ground Structure (DGS). A break in the current distribution 

created by the slots make a positive influence on input 

impedance to generate supplementary resonant frequencies 

[5].  

For better compatibility and to satisfy the developing needs of 

different portable electric devices, many wideband, ultra 

wideband and multiband antennas have been designed. In any 

case, multiband antennas are a preferred choice over other 

wide band and ultra wide band antennas as they ease the effects 

of electromagnetic impedance and pulse distortion. [1]. 

Overall, multiband resonant modes can be achieved by  

altering patch or ground plane. This can be achieved by adding 

multi-diverged strips and carved slots [3]. 

A. Reconfigurability of the Antenna 

The progression in wireless communication technologies 

composed with the upward need of reconfigurable property of 

antenna  for  users  has motivated the demand for smaller and  

multi-functional wireless antennas in communication device. 

Reconfigurable antennas have been proposed to fix a vital issue 

of employing the restricted spectrum effectively on the 

communication applications [4]..  

II. ANTENNA  GEOMETRY AND RESULTS 

 
Fig1.Front View  

A Metamaterial Inspired, Slotted Multiband 

Patch Antenna with Reconfigurability  

Banuprakash. R, Hariprasad. S.A 
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Fig.2. Back view 

 
                        Fig. 3. SSRR structure  

 

The measurements of the design are listed below: 

 

W   = 26 mm 

 

L   = 26 mm 

 W1 =  10.75 mm 

 

L1 = 8 mm 

 W2 = 10.6 mm 

 

L2 = 9.8 mm 

 W3 = 24 mm 

 

L3 = 17 mm 

 W4 = 23 mm 

 

L4 = 0.45 mm 

 W7 = 4 mm 

 

L6 = 0.5 mm 

 W8 = 1 mm L7 =  5mm 

  

The above mentioned structure is obtained after the repeated 

iterations. The different steps  which led to the final design and 

corresponding results  are as follows  

 

 
Patch                            Ground 

Fig.4a)  The proposed design 

 
Fig. 4b). Plot of return loss for proposed antenna 

 
And the initial designs which led to the proposed antenna are 

as follows 

 

Step1: 

 
Fig5.a)          Patch                               Ground 

 

 
 

Fig.5.b)  Frequency Vs Return loss 

Fig.5(a,b). Initial design and the corresponding result   

 

Step 2: 

 
  Patch                       Ground 

Fig6.a) Design with slot 

 



International Journal of Recent Technology and Engineering (IJRTE) 

ISSN: 2277-3878, Volume-8, Issue-2S7, July 2019 
 

388 

Published By: 

Blue Eyes Intelligence Engineering 

& Sciences Publication  

Retrieval Number: B10710782S719/19©BEIESP 

DOI: 10.35940/ijrte.B1071.0782S719 
 

 

Fig.6 b) Return loss 

Step 3: 

  
Patch                                 Ground 

Fig.7 a) Patch with Square Split Ring Resonator 

       

 
 

Fig.7 b) Return loss 

 

The above mentioned steps have given the corresponding 

return loss values and hence giving the operating frequencies. 

From the above mentioned design steps and the corresponding 

results it shoes that initially the simple microstrip patch 

antenna is able to generate  4.9GHz and 5.8GHz frequencies 

but after the insertion of rectangular slot near the feed the 

antenna produced 4.5GHz and 5.8 GHz. Then to produce 

another frequency the use of SSRR structure is incorporated 

and the antenna is simulated to get the result. The antenna was 

then able to generate 3.9 GHz,6GHz and 6.8GHz. 

To obtain a better gain an L slot is presented in ground plane 

hence leading to the defective ground structure (DGS). It 

produced the final set if frequencies of 3.9GHz, 5.8GHz and 

6.7GHz with good gain.  

 

 

 

The plot of gain for above mentioned frequencies are as 

follows  

 

 
Fig.8a): For 3.9GHz 

 

 
Fig. 8b): At 5.8GHz 

 

 
Fig. 8c): For 6.7GHz 
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From the above figures it is clear that the proposed antenna 

produces a gain of 2.99dB for 3.9GHz, 4.62dB for 5.8GHz and 

-1.55dB for 6.7GHz respectively. 

 

Radiation patterns of the proposed structure : 

 

 
Fig.9a): For 3.9GHz 

 

 
Fig.9b): For 5.8GHz 

 

 
Fig.9c): For 3.9GHz 

 
The above figures   illustrate the radiation plot for the obtained 

frequencies. 

 

Frequency Reconfigurability: 
The antenna can be reconfigured to 6 GHz by placing  a simple 

metal switch in the slot as shown in Fig 10. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig.10: Antenna structure with a metal switch 

 

 The above mentioned reconfigurable antenna produces the 

following       result  

 

 
    

Fig.11: Return loss plot for the reconfigured antenna  

   

 

Comparison table for result obtained in each step: 

 
      Step 

 

Frequency 

GHz 

 

S11 

in dB 

 

Applications 

 

#1 

 

4.9 

5.8 

-19.9 

-15.1 

• C-band  

• Wi-Max  

#2 4.5 

5.8 

-10 

-15 

• C-band  

• WLAN 

#3 

 

3.9 

6.0 

6.8 

-21 

-12 

-21 

• Wi-Max 

• Lower satellite band 

• Satellite Television 

#4 

Proposed 

design 

 

3.9 

5.8 

6.7 

-19 

-11 

-19 

• Middle Wi-Max 

• Upper Wi-Max 

• Satellite Television 

 
 

 

 

Metallic switch 
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Comparison of the proposed antenna: 

 

Ref. 

no. 
Year 

Total 

area 

(mm
2
) 

Operating bands 

(GHz) 

Reconfigur

ability 

[1] 2015 50x50 2.54/3.55/   5.7 NO 

[2] 2017 40x40 
3.04/3.83/4.83/ 

5.76 
NO 

[3] 2016 38x38 
2.4/3.5/5.8   

1.52/1.6/1.5 
NO 

[5] 2015 56x44 
3.1/5.52/7.3/9.

7 
NO 

Proposed 

Antenna 
26x26 3.9/5.8/6.7 YES 

 

III. CONCLUSION 

The increasing demand for the antenna for multiband 

frequencies is increasing exponentially. In an effort to get a 

solution the above antenna is proposed with multiband 

frequency operation characteristics. The proposed antenna 

operates at 3.9GHz,5.8GHz and 6.7GHz with  return loss of 

-21.7dB,-12.1dB and -21.3 dB respectively.   It has produced   

a gain of 2.9dB,4.6dB and -1.5dB accordingly. The same 

antenna with the help of electric switches like metal switch 

can be modified to produce 6 GHz and  made as a 

reconfigurable antenna. Hence the proposed antenna not only 

offers multiband frequency operation capability it also offers 

reconfigurability. 
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Abstract— Most authentication systems use fingerprints for 

identification. The uniqueness of fingerprint for each 

individual forms the basis of faultless identification. However, 

the image generated by the scanner may give varying results 

during each scan which thereby results in a major drawback in 

most existing systems. Thus, this paper involves the 

implementation of robust portable Neural Network based 

system to provide an efficient matching algorithm for 

fingerprint authentication systems. Image processing 

algorithms and appropriate choice of features for the training 

of neural networks is presented. The system is implemented on 

Raspberry Pi with appropriate interfacing modules to make 

the system standalone. As the proposed system is portable, it 

can be used as an attendance monitoring system in classrooms. 

The back-end system involves the processes of image 

acquisition and processing to create a suitable database. The 

corresponding hardware model is created in MATLAB and 

then deployed in the Raspberry Pi-3 module to form a stand-

alone system. 

   

Keywords— Minutiae Extraction, Image Enhancement, 

Euclidian Distance, Back Propagation Neural Network, 

Fingerprint Matching, Raspberry Pi-3  

I. INTRODUCTION   

Over the past few years many feature extraction algorithms 

have been found. These mainly focus on using various 

distinguishable features of fingerprints to improve the 

performance of the system. Currently, the attendance in 

most institutions is taken with pen and paper and is then 

transferred to a student information system manually by the 

professors, which is time consuming and also increases the 

chances of error as illustrated in paper [1]. The proposed 

system on the other hand is portable for a known set of 

students and can record data for about 60 students for their 

entire course. This system would obsolete the unethical way 

of giving attendance to the ineligible students. 

            In paper [2], it is stated that the extraction of 

minutiae requires good quality images which is not always 

easy as it might be degraded or corrupted due to the 

variations in skin and other effective conditions. In order to 

overcome this problem, it is necessary to carry out image 

enhancement before performing the matching. In the neural 

network-based approach used here, the minutiae are 

extracted after thinning the image of the fingerprint sample. 

            

 978-1-7281-2472-8/19/$31.00 ©2019 IEEE 

 

The texture variations of the fingerprints that mainly lead to 

faulty results in the regular systems as illustrated in paper [3] are 

taken care of by the Neural Network based approach used here. 

Paper [4], provides detailed studies about various traditional 

approaches of fingerprint identification and mapping. The use of 

Neural Network is found to provide the fastest matching rate 

when compared to various other approaches which only relied 

on Image Processing. 

        An effective and unique identification parameter is found 

based on the fact that though any pair of corresponding feature 

values may be same for two individuals but the combination of 

all the feature values will never be the same according to 

Saurabh Verma and Soni1 [5].  

        Paper [6] deals with the implementation of a pattern 

matching algorithm to match and authenticate fingerprints. The 

system uses Back Propagation Algorithm to perform effective 

pattern matching to identify fingerprints. The existing methods 

presented for the detection of core points do not produce good 

results for faulty images and also detect false core points which 

degrades the performance. The proposed algorithm on the other 

hand is based on identifying the core nearest to the centre on the 

image which makes the computation of other parameters simpler 

with the core as the reference. 

Neural network with its massive interconnection of parallel 

elementary processing units has following features: 

• It makes real time processing of large volumes of data 

more readily realizable. 

• It can model any degree of nonlinearity. 

• It has an attractive property of learning and adaptation. 

• Its non-algorithmic approach allows it to model a system 

without approximations, unlike conventional models. 

• Its capability of handling situations of incomplete 

information and corrupt data makes it highly fault 

tolerant. 

Neural networks have been used in various engineering and non 

engineering fields like safety critical flight control system [7], 

image based medical diagnostic system [8] and waste 

segregation system [9]. The system is also implemented on 

ARM processor. Therefore the neural networks implementation 

for finger print recognition is proposed with hardware 

implementation in this work. The integrated system of neural 

network for fingerprint image recognition and its 

implementation on standalone portable hardware is not explored 

in the literature.  
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The fingerprint database is created in such system. Any finger 

print sensor may be used for this purpose to provide electronic 

print of the image. The choice of feature extracted decides the 

robustness of the recognition system. Various methods to 

identify the suitable parameters to create a database have been 

proposed in [11], [12]. These methods involve the use of 

various parameters that do not account for image orientation 

and shift. The Histogram based approach discussed requires 

detailed understanding of various other methods that follow. 

Thereby, the concept of computing the Euclidian Distance (ED) 

between the core and nearest bifurcations has been considered. 

The use of ED gives us unique data for each fingerprint and 

also accounts for the angular shifts [13]. 

     Various neural networks based algorithms may be used to 

develop the finger print recognition system. Back propagation 

algorithm is computational intensive alternative but still holds 

the best choice for researchers due to its desired results. 

Variants of backpropagation algorithm are studied in this work. 

The recognition system is developed for the database where it 

recognizes any partial/degraded/differently oriented image of 

the stored finger print label. This developed system is 

downloaded in Raspberry Pi where it is interfaced with other 

accessories to make it a standalone system.          

     The proposed method deals with the hardware 

implementation using Raspberry Pi module (Version -3, Model 

B+) in connection with the LCD screen and fingerprint sensor 

(GT- 511C3) to make the system portable for applications like 

the Attendance Monitoring. Systems. Using MatLab, initially, 

the entire model is generated in the PC and then converted into 

an executable file which can be suitably dumped into the RPI.  

 

 

II. PROPOSED SYSTEM  

 

The database is created by extracting features from fingerprint 

image (through sensor) using image processing and neural 

network algorithm. The trained neural network and database is 

stored in Raspberry pi. 

     Further, for recognition and updation of attendance, the 

candidate’s finger print image is converted to the feature vector 

through fingerprint sensor and image processing algorithms 

stored in raspberry pi. This feature vector is recognized using 

the trained neural network, stored in raspberry pi, which in turn 

update the attendance at backend, when connected to a 

computer in phases. Until then, the record is kept in the 

memory of Raspberry Pi. However this backend updation need 

to be done periodically as there is limited memory in 

Raspberry Pi. 

The proposed system consists of working majorly in two 

domains- Image Processing and Artificial Neural Network and 

involves the following steps shown in Fig. 1: 

a) Developing an updated database of features extracted from 

fingerprint via Image Processing  

b) Using a suitable Neural Network to design a fast and 

robust system that is immune to errors 

 

 

  

 

 

 

 
 

    Fig 1.  Block Diagram of Proposed System 

The minutiae feature initially extracted include ridges and 

bifurcations. Ridges upon thinning result in false ridge endings 

and thereby lead to faulty results. Therefore, it was found that 

working only with bifurcations and core gave the most 

optimised results. The neural network recognition system 

includes two major phases- The Training Phase and the Testing 

Phase.  

 

 
Fig 2. Training Phase 

 

Fig 3.  Testing Phase 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     III. IMPLEMENTATION 

 

The functionality of the fingerprint sensor GT-511C3 is initially 

checked using the SDK tool and is then interfaced with the 

computer and Raspberry Pi-3 through which the images are 

extracted and stored. The sensor is used to just transfer the image 

to the computing system. Further image processing algorithms 

are used for feature extraction and updation of the specific 

feature vector in the database along with its mapped recognized 

label. Image processing steps are discussed further: 

A. Fingerprint Image Enhancement  

The Image enhancement process performed includes the 

following steps: 

a) Binarization and Thinning: This involves converting the 

grey scale image into a binary image format which has 

two levels i.e. black and white. The thinning process 

involves removal of some foreground pixels which is 

useful for skeletonizing the image as shown in Figure 4. 

b) Local Frequency Estimation: The Region of Interest 

(ROI) is determined from the scanned image and the 

remaining portion of the image is cropped out using this 

method. 

 
                  Fig 4. Thinned Image  

B. Fingerprint feature extraction  

 

There are two kinds of features extracted- Global Features 

(Arch, Loop, Whorl) and Minutiae (Ridges and Bifurcations). 

The approach used in this paper mainly focusses on Core and 

Bifurcations. The image once processed is saved in a TIF file 

format which consumes lesser memory as compared to a BMP 

file. The Crossing Number concept is the most widely 

employed in order to determine the type of minutiae extracted. 

The following values of Crossing Number represent the 

specific features: 

 

CN=1 indicates a ridge ending 

CN=2 indicates a normal ridge 

CN=3 indicates a bifurcation 

CN>5 indicates a core 

  

The ridge endings are later excluded as they were found to 

give faulty results after the thinning process was applied to 

them. For the instances when multiple cores are present in a 

fingerprint sample, the core closest to the centre of the image is 

retained while the others need to be discarded. 

 
 

 

 
The red points in Figure 5 indicate the ridges, the yellow points 

indicate the core (delta) whereas the blue points indicate the 

bifurcations. 

 

C. Database creation 

i) Comparison of various database creation 

techniques: 

a) Using Coordinates and angle of the extracted 

features-  

This methodology fails to account for the 

angular orientation of the fingerprints. Even 

though angular information is present, when 

compared with angularly shifted image of the 

same fingerprint the value of the angles 

changes and it is not possible for the neural 

network to derive any relation between the two 

images. 

b) Histogram based database design- 

In this methodology, the fingerprint image is 

divided into 16 blocks and histogram of each 

block is calculated individually and then 

tabulated into a database. The major drawback 

faced in this approach was that the angular 

orientation affected the results drastically and 

therefore desired results were not obtained. 

c) Euclidean Distance based database design- 

Identifying core of the fingerprint image and 

calculating Euclidean distance of the 

bifurcations with respect to the core can 

generate a set of values which remain constant 

even when angular orientation changes. 

Therefore, this method was observed to 

produce best results with angular invariant 

database. 

 

ii) A database of the extracted features is made and stored 

to be used for further mapping. The 4 columns indicate 

the 4 parameters of the features extracted whereas the 

number of rows indicate the number of each feature. 

The algorithm extracts key features from the 

fingerprints and stores them in a matrix called 

'minutiae' which contains the following data: [X, Y] 

coordinates, Crossing Number (CN), Theta, Euclidian 

Distance (ED). 

 

Fig 5.  Extracted Features 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

The Steps for creating the database of the processed images 

include: 

      a) Detect the centre point and save it in the database  

      b) Detect the bifurcations and save it in the database      

      c) Compute the Euclidian Distance (ED) using the     

following formula-  

   ED= sqrt [(xc-xb)2 +(yc-yb)2] 

          Where, xc is the x coordinate of the core 

  xb is the x coordinate of the bifurcation 

  yc is the y coordinate of the core 

  yb is the y coordinate of the bifurcation 

       d) Sort the Euclidian Distance vector in ascending order 

       e) The Euclidian Distance vector with the improved 

features are stored in the database 

       f) This database is used for training of the Neural Network 

          (Back-Propagation) 

Since, the number of features in each of the scanned fingerprint 

is not constant thus the number of rows for each fingerprint 

database might vary. This would make the database unsuitable 

for training. Therefore, it is necessary to modify the database in 

order to get a fixed number of rows and columns. Also, the 

orientation of the fingerprint can affect the database values, 

Therefore, the Euclidean Distance removes the effects of 

angular orientation as Euclidean Distance remains same 

irrespective of the orientation. Consider the following two cases 

which require the addition or removal of rows in order to make 

the database of fixed size. 

a) If the number of rows is less than the number desired, then 

the remaining rows are appended with other randomly 

chosen rows from the database with CN value as 3. 

b) If the number of rows is greater than the value desired 

then the extra rows are equated to a null vector which 

thereby deletes them. 

 

   

Fig 6. Sample of Database created after calculation of 

Euclidian Distance and removing extra features 

The Euclidian Distance as shown in Figure 6 is computed 

between the core and 12 nearest bifurcations. 

 

 

 

Fig 7. Sample of Converted database in columns which can be fed 

to the Neural Network 

D. Training of Neural Network 

The use of Back Propagation Neural Network (BPNN) 

gives the best suited results for our application. The details 

of the Neural Network are given in Table 1. 

 

TABLE I.  TRAINING PARAMETERS 

Parameter Value 

Input Neurons 48 

Hidden Neurons 100 

Output Neurons / No. of 

Classes 

10 

Iterations 67 

Gradient Descent 1e-8 

Training function in MATLAB trainlm 

 

      
 

    

       

 Figure 9: Training Process 

 

       Fig 8. Neural Network 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

A total of 100 fingerprint images were taken for the training for 

the neural network. The Neural network is trained till the 

percentage error is lesser than 0.1. The performance of the 

classification model can be shown using the confusion matrix in 

Figure 10. The trained Neural Network with this desired 

performance is saved in the RPI. 

          The features based on Euclidian distance between the 

centre point and the nearest neighbouring bifurcations are fed as 

the input to this neural network. The database of these 

neighbouring bifurcations based on the Euclidian distance 

proves to be more useful as it helps reduce the size of vector 

classification while keeping the same performance for 

classification. 

 

E. Simulink Model 

Initially, a time series object is created for the specified 

model. In order to run the Simulink model on RPI-3, the 

RPI board needs to be connected to the network and power 

supply.  

 

 

 

The Simulink model that was created is then built and run. 

The result obtained is stored in a .mat file and can be viewed as 

shown in Figure 12. 

 

F. Retrieving and checking the result from RPI 

In order to retrieve the file stored in the RPI, a 

communication link is first set up between the RPI and 

system. The matching algorithm is applied onto the test file 

after which the result will be displayed on the LCD Screen 

and will simultaneously be stored in the Raspberry Pi in a 

.mat file format. By running the model in MATLAB, the 

class to which the test image is mapped to is indicated. 

This result can then be retrieved later for maintaining the 

attendance record.  

 

   

 
                      

 

G. Updating the Attendance Database 

The final process includes updating the attendance in an 

excel sheet format. Once the attendance is taken, the excel 

sheet that holds the attendance record is updated.  

 

IV. HARDWARE IMPLEMENTATION 

The hardware implementation of this system involves the 

interfacing the fingerprint sensor with the Raspberry Pi which 

enables the result to be displayed suitably. 

 

A. Hardware details 

The Fingerprint sensor GT-511C3 is used for image 

acquisition whereas, the Raspberry Pi acts as the 

processing and storage unit. The RPI also helps in high 

speed matching of the images using Neural Network. 

 

a) Fingerprint Sensor GT-511C3 

 

This consists of an onboard ultra-thin optical sensor with a 

32-bit CPU. This sensor uses a simple UART and USB 

protocol for communication. The sensor is capable enough to 

store about 200 fingerprint images and also provides 360-

degree recognition. However, in the proposed system, an 

angular variation of up to 15-degree is considered. Also the 

sensor is used to capture the finger print image only. A USB 

to TTL module was used to establish a communication link 

between the RPI and GT-511C3 using the pins indicated in 

Figure 13.  The baud rate for communication was set as 

115200.  

 

Fig 10. Confusion Matrix 

 

Fig 11. Data in Raspberry Pi 

Fig 12. Simulink Model 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
             Fig 13. GT-511C3 Fingerprint Sensor 

b) Raspberry Pi -3 Module 

This is a Linux based microcomputer based on ARM 

architecture. The specification includes: 4* ARM Cortex 

A53 CPU, 1GB RAM, 40 Pin header GPIO, Ports- HDMI, 

3.5mm analogue audio-video jack, 4× USB 2.0, Ethernet, 

Display Serial Interface (DSI), Camera Serial Interface 

(CSI).  

          The Simulink Model is generated and run on this RPI 

module. The use of this module provides portability to the 

system. 

 

B. Hardware setup configuration 

In order to implement a Simulink model on the Raspberry 

Pi, the required support packages are installed and 

Raspberry Pi is selected as target hardware. The Simulink 

model is built into the Raspberry Pi. For storing the result,  

.mat file logging is enabled in the target hardware 

properties. 

 

C. Simulink model setup 

The Neural Network model is created using a Simulink 

block and the input data is converted into a time series 

format. The input to the Neural Network is a column, i.e. 

the transpose of extracted feature vector of the specific 

finger print image.  

 

D. Model configuration parameters 

In order to implement the designed model on the 

hardware, it is necessary to configure the Simulink to 

match the hardware specifications of the Raspberry Pi.  
 

E. Running the model on Target Hardware 

The model is run on the target hardware by using the 

external option. The output can be observed on the 

Simulink scope. The model can be made standalone by 

choosing the deploy on hardware option and the output 

can be observed on the LCD screen. 

 

V  DISCUSSION OF RESULTS 

 

The Back-Propagation Algorithm used for training the system 

uses 48 input neurons, 100 hidden neurons and 10 output 

neurons. The database of the reduced features based on the 

Euclidian distance proves to be more useful as it helps reduce 

the size of vector classification while keeping the same 

performance for classification. The overall accuracy of the 

system was found to be 90%. The function used for training in 

MATLAB is the trainlm function. The training algorithms like 

trainlm, trainscg and trainbr were compared with variations in 

parameters like, learning rate, epochs, type of function at the 

hidden layer and output layer. It was observed that training 

accuracy of trainscg and trainbr could be improved by 

changing various parameters, but trainlm offered the best and 

most accurate predictions. Table 2 shows the comparison in 

accuracy of the mentioned training algorithms with other 

parameters kept constant. 

 

TABLE II.  PERFORMANCE OF VARIOUS BACK 

PROPAGATION   ALGORITHMS 

Various Back-

Propagation 

Algorithms 

Number of 

Hidden 

Nodes 

Accuracy 

(%) 

Levenberg-Marquardt 100 90.0 

150 88.4 

Scaled Conjugate Gradient 100 76.0 

150 76.8 

Bayesian Regularization 100 48.3 

150 45.0 

 

TABLE III.  COMPASIRON WITH EXISTING SYSTEM 

Parameters Existing System 
Proposed 

System 

Security 

System is 

compromised if 

attacker gains access 

to the database. 

Highly secure as only 

trained neural network 

needs to be stored on 

the system. Database is 

stored remotely. 

Robustness 
Can not tolerate 

scratches or dirt in 

fingerprint image. 

Can tolerate scratches 

and dirt to an extent. 

Efficiency 
Less efficient as 

existing system 

compares test data 

with all the 

fingerprints stored in 

database. 

Highly efficient 

because comparison is 

done by using a neural 

network which 

produces results 

instantaneously. 

 

 



 

  

 

  

 

 

VI. CONCLUSION 

 

The neural network based system for fingerprint identification 

was simulated on Matlab/ Simulink. By computing the 

Euclidian distance between the core and the nearest neighbour 

bifurcations, it can be observed that the robustness of the 

system has increased when compared to many other available 

algorithms that are used in fingerprint authentication systems. 

The function used for training in MATLAB is the trainlm 

function. It can be observed that the use of this function is best 

suited for training when compared to the trainbr, trainscg 

functions available. This system would allow us to update the 

database regularly as needed in applications like the 

Attendance Monitoring System. 

 

This method of matching fingerprint expressions after 

enhancement of the poor-quality images provides an output of 

much higher accuracy. The accuracy of the system is found to 

depend on various factors like number of iterations, learning 

rate, orientation of image, hidden layers, quality of image and 

its processing techniques. 

All the components were interfaced appropriately to make a 

standalone system for fingerprint recognition and periodical 

update of attendance or similar application.  

 

VII. FUTURE SCOPE 

 

The future scope of this work involves reducing the size of 

the hardware used in order to make it a compact system 

which thereby increases the portability. The propose system 

is a prototype constructed with the use of discrete 

components which can be further developed into a complete 

portable module after integrating all the components 

including the LCD. The database created can be managed by 

providing remote access to the system. The neural network 

structure can also be improvised further in terms of 

computational complexity and speed of operation. 
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Abstract – The primary requirement of safety critical 
systems is to provide acceptable levels of service even in the 
presence of stuck and drift faults. It is imperative for control 
systems such as a Flight Control System (FCS) to detect these 
faults and accommodate the same. This is best done by neural 
networks (NNs). The work carried out in this paper lies with the 
induction of drift faults, and designing a Neural Network (NN) to 
detect and accommodate the sensor fault. The lateral dynamics of 
the Boeing 747 jet transport aircraft is used to validate the 
proposed system. All faulty conditions and models are designed 
and tested in MATLAB/Simulink. 

 
Keywords – Drift fault, Knowledge based Neural Network, 

Flight control system, Sensor fault accommodation, MIMO plant, 
lateral dynamics, MATLAB, Simulink. 

I. INTRODUCTION 

Sensors play an important role in almost every system, 
more so in the case of a Flight Control System (FCS). If these 
sensors fail during flight, the faulty sensor signals will be fed 
back to the pilot who would work with these failed sensor 
values which may lead to the flight flying out of the Safe 
Region of Operation (SRO). Prevention of such failures in an 
FCS can be achieved by either building efficient sensors or 
building more efficient fault detection and accommodation 
systems. 

 
Traditionally, faults were detected using hardware 

redundancy methods or analytical redundancy methods. In 
hardware redundancy, more than one sensor is used for the 
same parameter measurement; this method leads to increase in 
power consumption, building cost, volume and weight. In 
analytical redundancy, a mathematical model of the system is 
used to generate an estimated signal, which is compared with 
the actual sensor signal, to give a residual. If the residual is 
greater than a set threshold value, it is inferred by the system 
that a fault has occurred. 

 
Popular analytical redundancy methods include, Kalman 

filters and Luenberger observers. Once the fault is detected 

using the residuals, reconfiguration of the failed sensor is done 
by replacing the failed sensor output with the analytically 
generated sensor output. The sensor estimate of the 
mathematical model continues to be in feedback, thus 
receiving healthy sensor data in the feedback loop. 

 
These methods work in case of single sensor failure at any 

given time. Multiple sensors failing simultaneously can put an 
aircraft in a highly unstable, unrecoverable state. The accuracy 
of such sensor fault accommodation system relies heavily on 
the mathematical model because its estimated signal is used for 
both sensor fault detection and reconfiguration. Therefore, this 
method will be sensitive to modelling errors. If the actual 
system is nonlinear in nature, it is a matter of degree of non-
linearity that determines whether this method will be 
successful in the detection of a failure. These algorithms are 
reliable only when the system experiences one of the ‘n’ pre-
programmed failures. These models are also subject to changes 
due to varying flight conditions. 

 
Extensive work has been carried out in the field of fault 

detection and accommodation using Neural Networks which is 
given as follows – B. Hardekopf [1] states that the designer 
has to select a suitable feature followed by identifying and 
evaluating the thresholds. Georg Jager et al. [2] states that 
most of the time, a threshold cannot be determined during 
design-time; this can be solved by using adaptive thresholds or 
by using filters to generate a residual, which is again used as a 
threshold to detect faults. Usually, spectral filters are used to 
detect sensor fault signals too [3].  

 
Artificial Neural Networks (ANNs) are information 

processing models inspired by the brain. ANNs have been 
prevalent for their adaptive and non-linear input-output 
mapping ability [4].  

 
It is stated by Ahmed and El Sayed [5] that, “AI-based 

methods such as neural networks and fuzzy logic have been 
prevalent, as these methods have proven to increase reliability 
and also reduces false alarms”.  The work carried out by [5] 
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involves detecting faults in an automotive internal combustion 
engine using ANNs. 

In paper [6], a detailed analysis of a Fault Detection (FD) 
scheme applied on an Electromagnetic Suspension (EMS) 
with 70 fault scenarios is presented. The tests consist of 
scenarios with a number of typical sensor fault characteristics. 
The results show that, “a single NN estimator scheme can be 
used in the Fault Detection and Isolation (FDI) instead of 
multiple estimators which has less complexity and 
computational resources. A few simple modifications in the 
proposed architecture allow the replacement of the bank of 
estimators with a typical NN”. The results show that this new 
approach has strong potential to replace multiple estimators 
used in FDI schemes in industrial applications. 

 
Seema Singh et al. [7] presented the simulation of stuck 

fault for Boeing 747 lateral dynamics using observers to detect 
and accommodate the stuck fault.  

This paper presents the detection and accommodation of 
drift faults which can be viewed as the generalised case of 
stuck fault. 

II. MATERIALS AND METHODS 

 The Boeing 747 jet transport aircraft model is the aircraft in 
consideration throughout the length of this paper. The lateral 
dynamics of the aircraft takes two inputs (rudder, aileron) and 
produces ‘x’ state vector as the output. This vector has four 
states, viz, β, ψ, θ, φ. The simplified trim state space model of 
the aircraft during cruise flight at MACH = 0.8 and H = 
40,000ft, is given in the following equations. ‘x’ is the state 
vector, x = [β, ψ, θ, φ]T, β: sideslip angle (rad), ψ: yaw rate 
(rad/s), θ: roll rate (rad/s), φ: bank angle (rad) [8]. 

            ẋ = Ax + Bu,  y = Cx + Du, 

 

A.     Aircraft dynamics 

An aircraft has six degrees of freedom coming under two 
kinds of dynamics – lateral and longitudinal. Longitudinal 
dynamics involves pitching of the aircraft; lateral dynamics 
involves yawing and rolling of the aircraft. To keep things 
simple, this paper deals with only the lateral dynamics – 
actuating the rudders and the ailerons grounded. 

Fig. 1 shows the implementation of aircraft dynamics in 
Simulink. The state space equations are implemented here. The 
input is the multiplexed signal of rudder and aileron; A and B 
matrix are incorporated using a gain block. To extract beta and 
phi demux is used. 

 
Fig 1. 747 Jet lateral dynamics internal working 

 

B.     Aircraft’s controller 

 Flight controller and the aircraft model together forms the 
FCS. As shown in Fig. 2, controller subsystem is used to 
provide control law (Kx) in the feedback loop of the plant. The 
747 jet controller takes two inputs – ‘Beta’ sensor output value 
and ‘xFaulty’ signal. Controller has two tasks:  

(i). In case of fault, ‘xFaulty’ state vector replaces ‘x’ state 
vector and fault propagates with control law signal (K * 
xFaulty) in the feedback loop and creates closed loop 
instability in all the elements of ‘x’ state vector. 

(ii). Incorporate reconfigured ‘β’ state in the feedback loop 
which is received from ‘Reconfiguration’ subsystem. 

 
Fig 2. 747 Controller’s internal working 

 
C.     Fault induction 

 Fault is a condition where the sensor does not perform as 
expected. The different kinds of sensor faults are – drift, 
scaling, noise, hard fault and intermittent faults. This paper 
only deals with drift faults. Drift fault is a time varying offset 
from the nominal statistics of a sensor output. The time varying 
offset can be either linear or non-linear. The general equation 
for a drift fault is, Y = X + S(t) + noise, where S(t) is the time-
varying offset value [9]. 

 Fault is induced by the fault induction model by taking the 
‘x’ state vector and extracting only the ‘β’ sensor value to 
induce fault. This is shown in Fig. 3.   
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Fig 3. Fault induction model internal working 

III. NEURAL NETWORK  MODELS 

An Artificial Neural Network (ANN) is a computational 
system inspired from a human/animal brain. A brain consists 
of millions of structures called neurons with billions of 
connections amongst these neurons. In an animal/human 
brain, learning is done through the modification of synaptic 
weights between the neurons. Similarly, in ANNs neurons 
learn by the modification of weights. Hence, NNs have a 
capability to extract meaning from imprecise data. It can be 
used to extract patterns or features or detect trends in the data 
that is otherwise not perceived by humans or algorithmic 
patterns. A trained NN is used to analyze category of 
information like pattern recognition, image recognition or 
fault detection and accommodation.  

 
The two kinds of NN models used for fault detection and 

accommodation in this paper are: 

A.     Knowledge – based NN model 

      In this approach the NN is trained with data which has 
some form of knowledge about the fault. For fault detection 
training, intermediate signals are used. The data should have 
certain important features of the faults and signify system 
behaviour in the presence of faults. 

 In this paper training data used has enough discrimination 
power to detect faults which are – rudder input signal, beta 
value, phi value and the control law (Kx). So the input layer 
has 5 input nodes. To obtain the number of nodes in hidden 
layer, training was carried out for 8 to 19 hidden nodes and 
performance was best for 12 hidden layers. As the output of 
KBNNFD is to detect presence of faulty signal, only one node 
is sufficient in the output layer. Finally, the structure of 
KBNNFD is 5 - 12 - 1. Trainlm algorithm is used to train the 
neural network. 

 For the selection of the transfer function for hidden and 
output layers, the performance of neural networks trained by 
different transfer function are compared and one giving the 
best performance is utilised in the model. The performance is 
best with tansig transfer function, used in hidden and output 
layers. Tansig is depicted in fig 4. 

 
Fig 4. Tansig 

B.     Model based 

 This NN model was used to accommodate the fault once a 
fault was detected by the KBNN. In model-based approach, the 
NN approximates the functional relationship between the 
input-output pair of the system; the system can either be linear 
or non-linear. Input-output pair is similar to those used by 
traditional full order observers, which assume that at least one 
of the sensors is healthy and available for observation of the 
other sensor. Here, Ф sensor is assumed to be healthy and 
forms an input for the MBNN. 

IV. DRIFT FAULT INDUCTION 

    As discussed earlier, drift fault is the time varying 
offset from the nominal statistics of the sensor outputs. A 
MATLAB Function block from the Simulink library is used, 
which can be programmed according to our needs by writing a 
MATLAB script. The model is as shown below. The block is 
programmed to have four inputs – u, t, slope and d where u is 
the healthy beta sensor value, t is the simulation time, slope is 
the slope of the drift fault needed to be induced and d is the 
time at which the fault is induced.  Once these inputs are 
obtained the fault is calculated using the formula given in 
section II.  

 

 
Fig 5. Drift fault Simulink model 

The program for inducing fault that is put in MATLAB 
function block is shown in fig 6. 
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Fig 6. MATLAB function 

V. SIMULATION SETUP  

Figure 7 shows the complete Simulink model NNSFA 
for drift fault. There are two inputs (rudder and aileron), out of 
which only rudder input is actuated by a command of ‘0.3’ 
radians for 8s, from 0s to 8s for the simulation. Aileron input 
is grounded. Aileron input alone or both the inputs can be 
excited, if required. ‘747 jet lateral dynamics’ takes the inputs 
and provides ‘x’ state vector. Two of the four states, i.e. β & ϕ 
are the outputs of the sensors of the aircraft. Out of the two 
sensors, ‘ϕ’ is always considered as fault free, and shown as  

 

 
 

 
one of the outputs of aircraft. ‘β’ sensor failure will be 
simulated and analyzed in rest of the subsystems of the model. 
‘x’ vector is fed to ‘Fault Induction’ subsystem for further 
simulation. ‘Fault Induction’ subsystem is used for induction 
of drift fault of ‘β’ sensor only. ‘MBNN’ subsystem estimates 
the sensor output β N and uses healthy sensor state ‘ϕ’ from 
‘747 jet lateral dynamics’ subsystem and control law ‘Kx’ for 
estimating the sensor state. ‘Reconfiguration’ block provides 
the estimated signal from ‘MBNN’ subsystem instead of 
faulty sensor signal in the feedback loop. It is done with the 
help of a switch which switches over to MBNN estimate ‘β N’ 

instead of faulty sensor output ‘βS’ as soon as fault is indicated 
by KBNNFD fault indicator signal Km. Controller’s tasks are 
to provide control law ‘Kx’ and to incorporate ‘β’.  

 
 
 
 
 
 
 
 

 
Fig 7. NNSFA Model 
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VI. DISCUSSION OF RESULTS 

The model is designed for inducing fault in β and detecting 
and accommodating the same. The simulation is carried out 
for 10 seconds. Here few cases are considered in order to 
understand the relation of slope of drift fault and the delay in 
detecting the drift fault. 

A.     Case - I  

This is a drift fault of slope = -0.025 at t = 5s, induced by 
the fault induction block of section IV. The KBNNFD and 
MBNN output are as shown in figures 8 and 9 respectively. 
The delay in detection of the fault was found to be 0.34 sec. 

 
Fig 8. KBNNFD output for case I 

 

 
Fig 9. MBNN output for case I 

B.     Case - II  
This is a drift fault of slope = -0.175 at t = 5s, 

induced by the fault induction block of section V. The 
KBNNFD and MBNN output are as shown in figures 10 and 
11 respectively. The delay in detection of the fault was found 
to be 0.08 sec. 

 
Fig 10. KBNNFD output for case II 

 
Fig 11. MBNN output for case II 

 
C.     Case - III 

This is a drift fault of slope = -0.025 at t = 4s, 
induced by the fault induction block of section IV. The 
KBNNFD and MBNN output are as shown in figures 12 and 
13 respectively. The delay in detection of the fault was found 
to be 0.48 sec. 

 
Fig 12. KBNNFD output for case III 
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Fig 13. MBNN output for case III 

 
D.     Case - IV 
 This is a drift fault of slope = -0.025 at t = 7s, 
induced by the fault induction block of section IV. The 
KBNNFD and MBNN output are as shown in figures 14 and 
15 respectively. The delay in detection of the fault was found 
to be 0.24 sec. 

 
Fig 14. KBNNFD output for case IV 

 

 
Fig 15. MBNN output for case IV 

 

E.     Case - V 
This is a drift fault of slope = -0.125 at t = 4s, 

induced by the fault induction block of section IV. The 
KBNNFD and MBNN output are as shown in figures 16 and 
17 respectively. The delay in detection of the fault was found 
to be 0.18 sec. 

 
Fig 16. KBNNFD output for case V 

 
 

 
Fig 17. MBNN output for case V 

 
 

 The simulation results presented here indicates that 
the drift faults with lower slopes are complicated to detect 
than higher slopes and may take significant amount of time if 
training of neural network is not appropriate. The time delay 
for different time instants with different drift slopes is given in 
table 1. 
 
    Slope 

Time 
-0.025 -0.075 -0.125 -0.175 

4 sec 0.48 s 0.22 s 0.16 s 0.12 s 
5sec 0.34 s 0.14 s 0.1 s 0.08 s 
6 sec 0.28 s 0.12 s 0.08 s 0.08 s 
7 sec 0.24 s 0.1 s 0.08 s 0.06 s 

 
Table 1. Delay at different time instants 
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VII. CONCLUSION 

The NNSFA model was modeled on Simulink and the 
timing constraints were verified on software. The KBNNFD 
and MBNN were designed to detect drift faults and 
reconfigure drift fault affected sensor values. The KBNNFD 
had some delay which is not significant enough to affect the 
flight operations. The MBNN had a few fluctuations in the 
plot but once again not significant enough to affect the flight.  

Future work for this paper would be design and train a 
NN which can classify and detect different faults. The work 
can be extended more than one unhealthy sensor. To take the 
work further the whole NNSFA can be implemented on 
hardware to check the timing constraints in real – time. 
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Abstract— The limited electromagnetic radio spectrum can be 
managed efficiently to accomplish the requirements of various 
users by the use of cognitive radio networks (CRN). Resource 
allocation (RA) models established and explored by various 
researchers around the world are seems to be varied and there is 
no continuity that bring consistency and clarity in thoughts. In 
this paper we addressed this problem and methods established 
for solving RA difficulties in CRN are deliberated.  The proposed 
optimal solution models are gathered and categorized based on 
certain exceptional criteria, and their advantages and drawbacks 
are emphasized. The Performance parameters like blocking 
probability is evaluated for the tandem network and are 
estimated using the first fit method and the random assignment 
methods. The blocking probabilities are calculated for both PU 
and SU using MATLAB.  
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I. INTRODUCTION 

     Spectrum scarcity problem due to the increasing demand 
for wireless communication has grown from time to time, and 
it is not expected to reduce any time; research disclose that the 
problem is not due to inadequate spectrum, then it is due to 
inefficient utilization of the allotted spectrum by current 
networks; a significant resolution to this problem is to allocate 
the spectrum dynamically and reclaim of a spectrum space by 
more than one proprietor by a technique called dynamic 
spectrum access (DSA); This new DSA paradigm can be 
realized by cognitive radio networks (CRN), which is 
accomplished by superior ways of handling the spectrum [1]. 
The architectural categorization defined in the literature 
categorizes CRN as i) centralized, distributed or mesh [2–5]. 
ii) primary-secondary networks (underlay [6], overlay [7, 8] 
and hybrid networks [9]) iii) cooperative and non-cooperative 
[10 - 13]. In this paper, the important features of resource 
availability and the several approaches established to legally 
use the inadequate resources for CRN are discussed.      This 
paper is structured as follows: Section - II provides an 
indication on resources in CRN; Section – III offers a report of 
resource problem originations in CRN; Section IV deliberates 

the different methods established and engaged by 
investigators in exploring results for their resource 
exploitation difficulties in CRN; lastly, the concluding 
opinions are delivered in Section V. 

II. RESOURCE ALLOCATION IN CRN: 

        The resources like electromagnetic spectrum, 
bandwidth and power which are used in wireless 
communication form the pillar on which the tasks of such 
systems depend. The wireless communication system 
developers had mechanisms in their design by which their 
limited resources are to be assigned, to achieve the 
maximum in their operations. In CRN, RA strive for 
addressing the challenges in assigning the limited 
resources, like frequency band, sub channels and time 
slots etc., in a way that is impartial to all users in the 
network. RA problems in CRN are solved by using the 
methods:  i) Rate adaptive ii) margin adaptive [14, 15]. 
The reasons for which RA problems in CRN are more 
difficult compared to other wireless networks are as 
follows:  i) likely variations in the available spectrum 
[16]. ii) Challenge related with seeing CRN as a 
heterogeneous network. iii) Inadequacy in networking and 
throughput of CRN. 

III. RA PROBLEM FORMULATION IN CRN: 

        The different investigations have shown that, RA 
difficulties are established as optimization problems in 
CRN, which are defined as non - deterministic 
polynomial-time hard (NP-hard) optimization difficulties. 
NP-hard difficulties can be resolvable in polynomial time 
and purely by a non-deterministic algorithm. Evolving 
universal RA prototypes in CRN with condensed 
computational difficulties and can provide results in time, 
is a budding issue. Discovering significant and suitable 
approaches to solve RA difficulties in CRN is a 
stimulating study. A survey of the methods [35] 
established by various investigators in the arena is 
addressed in this paper. 

Authorized licensed use limited to: BMS Institute of Technology. Downloaded on June 06,2020 at 03:18:42 UTC from IEEE Xplore.  Restrictions apply. 



 

1494 

 

IV. CATEGORIZATION OF RA SOLUTIONS IN CRN: 

The different methods to solve RA problems in CRN are: 

• Classical optimization techniques;  
• Study of problem structure; 
• Heuristics or meta-heuristics (global optimization);        
• Game theory (multi-objective optimization);             
• Soft computing-based optimization. 

 
A. Solutions using Classical Optimization: 

    RA difficulties in CRN can be established as i) linear 
programming problem ii) non – linear problem. In [17], 
simplex approach is used to find optimal solution to their 
frequency-time allocation problem. When SUs are permitted 
to transmit in coherence with PUs the difficulty of combined 
transmit beam forming and power control of SUs are solved 
by using interior point approach [18]. Lagrangian duality 
technique [12, 48] can be used for solving convex 
optimization problems, if RA problem is non-linear and obeys 
convexity. RA problems in CRN are solved by using the 
following methods: branch-and-bound [29], branch and-cut 
[46], lift-and-shift [47], dual decomposition [11], barrier 
method [13,14], gradient decent approach [15], etc.  The 
drawbacks of these methods are as follows:  i) not suitable to 
any regular optimization model, ii) non-linear programming 
problems obeying convexity is huge iii) finding solutions with 
these methods require high complications and calculation 
period. 

B. Solutions by Studying Problem Structure: 

1) Solution by Decomposition or Separation: 

        A unique RA problem may be divided into many 
modest problems and solved each separately, with a 
reduced amount of effort. The results are joined to 
provide the absolute answer to the original problem. 
Primal-dual decomposition technique is used for finding 
optimal solution to their RA problem by decomposing it 
into discrete power allocation sub problems [34]. In [35], 
the authors established a CRN complement method that 
disintegrated their usefulness maximization difficulty into 

• Optimizing SINR assignment  
• Power  
• Interference temperature.  

In [33] the problem of channel assignment, spectrum 
sensing, and power allocation in cellular CRN is 
addressed using decomposition method. Without losing 
optimality the mixed integer non-linear programming 
difficulty was disintegrated into optimal: i) channel 
assignment ii) spectrum sensing iii) power allocation. The 
major benefit of this technique is computational 
complexity is reduced. Drawbacks are every difficulty 
cannot be decomposable, and several difficulties loose 

significant meaning when tried to be disintegrated 
into minor problems. 
 
2) Solution by Linearization:                                                   

         In CRN RA problems are typically non-linear 
in nature. The non-linear optimization problem 
occurs when linearity of the constraints or objective 
function may not be known.  In [27], RA problem is 
solved by using combinations of linearization, 
relaxation and reformulation techniques. The 
logarithm function is used to transform the non-linear 
function into linear form in the linearization part. The 
benefit of this method is the simplicity. The major 
task with this method is that, very difficult to find an 
equivalent linear functions when certain functions 
appear in the constraints or objective function of RA 
difficulties in CRN. 

3) Solution by Relaxation:                                                     

    Difficulties with channel distribution are binary in 
nature that is by assigning the value of 1 or 0, when 
the channel is allocated or not allocated to the user 
respectively. The difficulties may be solved by 
permitting the decision variable or relaxing integer 
constraints [27]. The main problem with this method 
is suboptimal results can be achieved. 

4) Solution by Approximation:                                                

         It is very difficult to solve problem when 
definite functions, acting in the objective function 
that extract linear, nonlinear or a convex problem. 
Finding solutions can be simple, if an estimated 
standby to such functions may be acquired. Simply a 
suboptimal solution to the unique problem can be 
realized. The advantages due to the approximation of 
such functions are significant reduction in 
complexities of calculations, problem investigates 
and time to arrive at results. To exploit total network 
efficacy, a piece-wise linear function is estimated as 
efficacy function and suggested for solving an LP-
based cluster allocation algorithm [19]. Drawback of 
this method is that the estimated novel function might 
have additional variables, causes to raise in the 
resolution variables of the problem. 

5) Solution by Reformulation:                                                  

         A reformulation of the novel problem without 
losing its details may be misused by proper 
identification of different stuffs of the problem. It is 
simple version of the novel problem, classical 
optimization tools may be used in obtaining 
sustainable results [26, 28]. Optimization of radio 
resource practice in heterogeneous cognitive wireless 
networks were established [28]. The benefit of a 
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reformulation method is with much less computational 
complexity an optimal solution can be obtained for very 
difficult problems. The disadvantage of this technique is 
the difficulty in discovery of exceptional structure that 
can be optimistic. 

C. Solutions by Heuristics or Meta-Heuristics:                    

         The answers to the RA difficulties in CRN by means of 
heuristics are problem-specific and offer suboptimal results. 
The benefits are results may be achieved at reduced time 
frame and the difficulties in obtaining solutions by using 
classical optimization may be solved by evolving heuristic. 
Solving RA problems in CRN using heuristics are as follows: 

1) Greedy algorithms: It is established in such a way 
that it chooses whatsoever is presently or instantly 
the best next step, irrespective of some better steps 
later [12,19,20]. 

2) Water-filling schemes: It is established from the 
knowledge of the water jug problem [24].  The 
techniques are simple to progress and very near to 
optimal solutions with condensed complexities can 
be obtained. 

3) Pre-assignment and re-assignment algorithms:  In 
pre assignment, definite quantity of resources, like 
sub channel or power are primarily pre-allocated as 
base resources to all users in advance the other 
resources are optimally pooled between the 
remaining users. More resources are allocated to all 
users to accomplish a greater total capacity for each 
run of the algorithm. The algorithm checks after each 
run that the constraints are not violated and a 
reallocation of resources is again approved to pursue 
to increase the total usefulness of the network [25, 
26]. 

4) Recursive – based / iterative – based heuristics: The 
distribution of resources by using these techniques to 
all users in the network is carried out either 
recursively or iteratively. Selection structure and 
repetition structure are used by recursion and 
Iteration methods respectively. These techniques 
gradually rise efficacy till further minor amount of 
improvement results in either iteration or recursion 
techniques [27,28]. Meta-heuristics is an algorithm 
designed to solve nearly a wide range of hard 
optimization problems [29]. Illustrations of meta-
heuristics used for RA in CRN are as follows: 

5) Genetic algorithms (GA): GAs are used by describing 
resources in the form of chromosomes and genes and 
the users QoS requirements are given as input to the 
algorithm procedure. In [30, 31] improving spectrum 
allocation, utilization in CRN is achieved using 
genetic algorithm. 

6) Simulated annealing:  An optimal temperature is 
found by iterative controlled ‘heating’ and 
‘cooling’ of the search space, which corresponds 
to an optimal utility. This method used in solving 
distribution or efficacy expansion problems in 
CRN [32, 33].  

7) Evolutionary algorithms: Mimicking the 
development of discrete structures via methods 
of collection, recombination and mutation 
imitation, for generating better results. 
Illustrations are ant colony, coco search, bee 
colony, particle swarm optimization, etc.  

8) Tabu searches:  It uses the past of the hunt, to 
discharge from local minima and to implement 
an explorative approach. The distinctive of this 
method is based on the use of mechanisms 
encouraged by the human memory [36]. The 
drawbacks with these approaches are the 
scarcities in analytical depictions of the 
difficulties and the non-transferability of the 
information developed in solving a problem. 

D. Solutions by Multi-Objective Optimization:                        

         A method of concurrently optimizing many 
contradictory objectives, subject to certain restrictions are 
solved by using game theory [37], which converts multi-
objective problems into single-objective optimization 
difficulties by using methods such as Min-Max method, 
reducing dimension the virtual target method, sequencing 
method, feasible direction method, interactive 
programming method etc. 

E. Solutions through Soft Computing:                                      

         Computer - based programming is used in assigning 
resources to customers inside the network. The 
established programmes use smart methods such as neural 
networks, artificial intelligence, fuzzy systems and Q – 
learning in motivating the optimization methods [32]. An 
artificial intelligence method is used in evolving a 
decision-making tool for assigning resource in CRN [33]. 
Spectrum assignment in CRN using fuzzy neural system 
is proposed in [34].  

V. SIMULATION RESULTS: 

      In this section, simulation results are presented for 
two algorithms based on first fit, random assignment for 
primary units allocation and secondary units allocation. 
The models are simulated for a tandem networks that has 
the 10 nodes, 10 channels with 3 Erlangs of load per link 
and 20 nodes, 11 channels with 5 Erlangs of load per link. 
In both the cases, the number of PU calls are 80% of the 
total calls received. That means, for 2000 iterations, there 
are 2000 calls received, of which 1600 calls are PU calls 
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and the remaining 400 calls are SU calls. 

 
Figure 1: Blocking Probability of First Fit and Random Distribution for a load 
3 Erlangs per link and with 10 Channels, 10 Links (nodes) and 2000 iterations 

     
The call is said have been blocked when there are no free 

channels available for assignment in a link. The blocking 
probability is calculated using  

gen

block
blocking N

N
P =                                   (1) 

where  

blockingP  is the blocking probability, 

blockN  is the number of calls blocked and  

genN is the number of calls generated.  

 
The blocking probability can be calculated using the in-
famous Erlang B formula  
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where  
),( CLPblocking  is the blocking probability,  

L is the load and  
C is the number of channels or wavelengths. 
 

 
Figure 2: Frequency of channel usage by First Fit, Random Distribution 
for a load 3 Erlangs per link and with 10 Channels, 10 Links (nodes) and 

2000 iterations 
    
 Fig. 1 shows the blocking probability of the PU and SU 
assignment with first fit and random assignments. The 
network has 10 Channels, 10 links and there was a load of 
3 Erlangs per link. It can conclude from Fig. 1 that the 
random assignment has higher blocking probability than 
that of the fit method both for the PU and SU. However 
the problem with first fit method is, the channels in the 
tail end of the frequencies are not utilized to its capacity. 
There is always more utilization on the channels near the 
head end of the sequence of channels. 
It can be observed from Fig. 2 that with first fit method, 
channel 1 is used 500 times for assignment and Channel 2 
is used 440 times, whereas the channels 7, 8, 9 and 10 are 
used less than 100 times. In case of the random 
assignment, all channels are used approximately 200 
times, but the blocking probabilities are high as shown in 
Fig. 1, i.e. 62% for PU and 17% for SU. In case for First 
fit, it is 3% and 1.5% respectively for PU and SU. 

 
Figure 3: Blocking Probability of First Fit and Random Distribution for 

a load 5 Erlangs per link and with 20 Link (nodes), 11 Channels and 
2000 iterations 
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    When the load is increased to 5 Erlangs per link in a 20 
links and 11 channel networks, the blocking probabilities are 
very high with 80% for PU and 20% for SU, as shown in Fig. 
3, when the random assignment was used. In case of first fit 
assignment, it is 45% for PU and 12% for SU. The increase in 
the blocking probabilities can be attributed to the high load on 
each link. The frequency distribution of channel assignment is 
provided in the Fig. 4. 

 
Figure 4: Frequency of channel usage by First Fit, Random Distribution for a 

load 5 Erlangs per link and with 20 Links (nodes), 11 Channels and 2000 
iterations 

    
 In both the simulations, it can be observed that the first fit 
assignment method has lower blocking probabilities compared 
to that of the random assignment both for PU and SU. Since in 
this case, the SU are assumed to be 20% of the total calls, and 
PU is 80%, the blocking probabilities in PU is high and that 
has been demonstrated in the Fig. 1 and 3. The First fit 
assignment method always considers the first channels in the 
order at the time of each assignment and there will always be 
some free channels at the tail end of the channel sequence. 
Hence the FF method has very low blocking probabilities 
compared to the random assignment methods. 
 

VI. CONCLUSIONS 

        A survey of the key methods for Resource allocation in 
Cognitive Radio Network, as engaged by many investigators 
in the arena, delivered. The survey finds the significant 
challenges with RA in CRN, different thoughts, techniques 
engaged by investigators in pursuing feasible results to the RA 
difficulties in CRN and the Performance parameters like 
blocking probability is evaluated for the tandem network and 
are estimated using the first fit method and the random 
assignment methods. The blocking probabilities are calculated 
for both PU and SU using MATLAB.  
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Abstract- A sensor node has limited security so it needs effective key distribution and 
management mechanism for secure communication. This paper aims at proposing the Secure 
Key Management in WSN. The main objective is to evaluate and enhance certain issues like 
attack on the nodes, security in communication between the nodes, energy consumption and 
throughput. The concept of communication between the nodes using keys and establishing a 
secure connection helps in securing the network. The scheme used in our paper to secure the 
network is Advanced Blom’s Single Space Key Distribution. 
 
Keywords: Security, Impact of attacks, Throughput and Residual energy. 

 

I. INTRODUCTION 
To establish communication through the radio channel in Wireless sensor network large number of 
micro sized sensor nodes are used as multi hop communication points. In modern society Wireless 
sensor networks find wide range of applications such as health care, environment, agriculture and 
military. Key management scheme includes key creation, distribution of key, updating keys and 
mechanism post node setup.In a wireless network, sensor nodes are self-dependent very small 
objects.The key management scheme supports three types of keys to secure message 
communicationthrough encryption between pair of nodes.They are the pair wise,group and network 
keys.The network key is used to encrypt the broadcast messages and also authenticate fresh nodes 
joining the network. All the nodes in a cluster have common shared group key. The shared pairwise 
key is used for communication by node pair [1]. 

Wireless Sensor Networks consists of Sensor Nodes (SNs) which consists of a single or a multiple 
hop localized routes which are used to sense the environment of importance and report the 
monitoring data to the Base Station (BS) [2]. 

WSN nodes are susceptible to various attacks namely capture attack, data movement jamming and 
denial of service due to wireless connectivity, arrangement and close interactions with their physical 
surroundings. As a result, any communication in the network has to be secured. For securing the 
communication in between nodes, the basic requirement is to distribute cryptographic keys during 
initial setup [3]. 

Several key management schemes have been proposed for WSN’s. These can be divided in to two 
broad categories. The first category is that of key pre-distribution techniques where the secret keys 
are selected from a key pool and distributed to the sensor nodes before the nodes are deployed. The 
second category is that of key computation. The key computation is based on some mathematical 
concept such as matrix and polynomials [4]. 

Pair wise schemes have been proposed in which a node store(n-1) unique keys. This scheme provides 
sufficient Security as the compromise of any single node will not reveal the secrets of any other node. 
However, as the number of nodes increases the system fails to scale as more memory will be required 
to store the keys. [5]. As a solution to a variety of real-world challenges, the use of wirelesssensors is 
increasing due to the fact that they provide real-time monitoring and are potentially low-cost 
solutions. The sensors are vulnerable to be physically attacked when sensors are deployed in severe 
environment. Encryption keys must be established among sensor nodes before a WSN can exchange 
data. Hierarchical key management scheme can save the computing power and transmitting energy 
[6].  

Compared to traditional sensors, the Wireless network is better as they are built using sensor nodes 
which are small, with limited processing and computing resources. From the environment and based 
on some local decision process or application of the network deployed in the area,these sensor nodes 
can sense, measure, and gather information, they can transmit collected data to the user or sink 
node[7]. 

The sensor networks are prone to different types of malicious attacks when sensor networks are 
deployed in an antagonistic environment. An adversary easily listens to traffic; impersonate one of 
the network nodes. Communication should be encrypted and authenticated to provide security. Key 
agreement problem has been widely studied in general network environments. There are three types 
of general key agreement schemes: trusted-server schemes, public-key schemes, and key pre-
distribution schemes [8]. 

For ensuring revocation connectivity between nodes on the lower level of the network architecture, 
IoT relies on wireless sensor networks (WSNs).Key protocols can be classified into centralized and 
distributed protocols. The central entity decides to revoke certain keys or nodes in the network in the 
centralized mode. The distributed mode is faster and requires less messages to send, but is more 
complex to implement [9]. 

Intermediate network nodes should combine results from individual sensors to conserve power. The 
summary of the important information from a group of sensors is obtained from aggregation. It 
collects results from several sensors and calculates a smaller message. This group operation needs 
secure group communications. For secure group communication in WSN, Group key establishment is 
the bottle neck[10]. 

Constraints that make conventional security impractical inWSNs are: Limited battery lifetime, as 
well as the limited memory and computation capacity. Mainly the focus of the protocols should be on 
the conservation of energy. Nodes are not able to memorize keys of significant size, or carry out 
complex protocols in the majority of WSN’s.Toextend this lifetime, and prolong network 
functionalities conserving node energy is important[11]. 

According to whether rekeying is done before or after the key distribution, the key management 
could be classified into static and the dynamic key management. The dynamic key management is 
more appropriate for the long-lasting networks than the static key management which has dynamic 
and extendibility properties [12]. 

 

 

 

 

 

 
 
 
 
 
 
In this Paper, we have presented the Secure Key Management scheme which is based on Blom’s 
Single space key management for key generation and distribution. Vulnerability of the nodes 
tophysical capture, Insecurity of the data transmission, Limited memory resources and the complexity 
in the inclusion of the nodes at later stages is considered. 
 
WSNs can be divided into homogeneous sensornetworks and heterogeneous sensor networks 
(HWSNs). The nodes ina homogeneous sensor network have the samestructure, but in a 
heterogeneous sensor network (HWSN),the nodes adopt different structures according to their 
different tasks. HWSNs have many unique advantages overhomogeneous sensor networks, and thus 
have been widelystudied and applied. [13] 

The rest of the paper is organized in the following order. In section II the preliminaries are presented. 
Secure key management for the wireless sensor networks is proposed in section III. Performance 
metrics and simulation results are presented in the section IV and finally section VI presents the 
conclusion. 

II. PRELIMINARIES 

BLOM’S SINGLE SPACE KEYDISTRIBUTION SCHEME 
 
An exposed problem is to how to achieve unthreatened communications between the sensor nodes in 
the network and how to set up secret keys between the communicating sensor nodes. 
 
This kind of problem is known as the key agreement problem, which has beenwidely studiedin 
general network environments. Thethree types of general key agreement schemes aretrustedserver 
schemes, publickey schemes, and key pre-distribution schemes.  
 
The trusted serverschemes are dependentupon a trusted server for key agreement between the sensor 
nodes.This kind of scheme is not suited for sensor networksas, in the places where WSNs are 
deployed,it cannot be generally assumedthat any trusted infrastructure is in place.Public-key schemes 
are dependedupon asymmetric cryptography and they require some sort of public-key infrastructure 
to be in place. Pre-distribution schemes are used where key information is distributed to all sensor 
nodes prior to deployment. This scheme seems most appropriate for WSNs compared to the others. 
 
Blomhas proposed a key pre-distribution scheme where any pair of sensor nodesare allowed in a 
sensor network which can establish a pair wise secret key. Anypair of nodes can find a secret pair 
wise key between the pair by the key pre-distribution scheme presented by Blom. This scheme has a 
requirement for nodes to store λ+1 key, where λ is less than N. Unlike the (N -1) pair wise key 
scheme, this scheme is not cent percent resilient against capturing the node. Instead it has the 
following λ-secure property: till an adversary is compromised at most¸ uncompromised nodes, nodes 
aresecure. When there is an adversary compromise more than λ-nodes, all pair wise keys in the entire 
network are compromised. 

 

The threshold λis treated as a security parameter in which the selection of a larger λleads to a more 
secure network. However, λalso determines the amount of memory required to storekey information, 
as increasing λleads to higher memory usage. The goal of our scheme is to increase the network’s 
resilience against node capture in a probabilistic sense without using too much memory.Blom’s 
scheme uses singlekey space to ensure that any pair of nodes can compute a shared key. 

A trusted party gives every participant a secret key and a public identifier, which will enable any two 
participants to independently create a shared key for communicating with each other. But, if an 
attacker can compromise the keys of at least k users, they can break the scheme and reconstruct every 
shared key. Blom's scheme is a form of threshold secret sharing. 

 

Now, we shall briefly describe how the Blom’slambda based secure key predistribution system will 
work:  

1) Firstly, in the initialization phase, matrix G of order a ((λ+1) x N) is constructed over a 
finite field GF (q) by the base station, where the network size N and q greater than N. 
Matrix G is the public information matrix; the contents of G can be discovered by any 
sensor nodes, and even the malicious nodes areallowed to know G. 
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2) Then, a random symmetric matrix D of order (λ+1) x (λ+1) is created by the base station 
over GF (q). 

3) Later, the base station calculates matrix A of order N x (λ+1)= (D·G)T, where (D·G)T  is the 
transpose of D·G. Matrix D will be kept secret, and it will not be exposed to any other 
node. 

4) A·G is a symmetric matrix. If K = A·G, and as already known Kij= Kji, where Kijis an 
element in K located in the ith and jth, row and column. Kijis used as the pairwise key 
between i and j sensor nodes. 

5) At first, the sensor nodes interchange their columns of matrix G when the pairwise key is 
established amongst the nodes i and j, and later the nodes compute Kijand Kji, accordingly, 
by utilizing their private rows of matrix A. The columns of G matrix can be transmitted in 
plaintext as it is public information. 

MILLER-RABIN PRIMALITY TEST 

To check ifthe given number is prime or notprime ,primality test is used. In general, prime factors 
cannot be generated using primality test, this testcan only state whether the given number is prime or 
not,unlike in integer factorization. Computationally factorization is known to be a hard problem, 
butprimalitytesting is reasonably easy. The number is prime or composite can be proved by using 
some primality tests. 

Miller-Rabin primality test has been named after Michael Rabin and Gary Miller. In 1980 Rabin 
discovered a randomized polynomial-time algorithm to checkif a number is prime, which was closely 
related to the study carried out by Miller in 1976 on deterministic algorithm. 

Miller Rabin is relatively simple additionto Fermat’s little Theorem that allows us to test for 
primality with a muchhigher probability than Fermat’s little theorem. Although there exist many 
primality test algorithms this proves to be most practical. 

Compared to other primality test algorithms Miller Rabin test is faster in testing the large numbers. It 
is also referred as Rabin-miller test.Others tests such as Fermat and Solovay-Strassen tests are 
comparable to the current algorithm . 

This test depends on equality or set of equalities that holds true for prime values, then verifies if it 
holds true for the given number, that is being tested for primality.  

This algorithm is most practical known primality testing algorithm. RSA encryption is used in 
different software libraries, these libraries use primality testing algorithm, an example for this is 
Open SSL. Miller Rabin proves that the number is composite, unlike other primality tests which 
prove that a given number is prime.So, instead of calling this as primality test, it can be called as 
compositeness test. 

All composites are detected by miller Rabin test. There may be at least 75% (Miller Rabin) numbers 
which are rare witnesses of compositeness, for each composite number n. 

Miller Rabin is relatively simple extension of Fermat’s little Theorem that allows us to test for 
primality with a much higher probability than Fermat’s little theorem. 

The probability for a composite number to be declared prime can be used to detect the miscalculation 
made by the primality test. 

By trying all possible values below a certain limit, the Rabin algorithm can be made deterministic. 
The test is still reliable if the problem in general is set to a limit. 

In practice, we can implement the Miller-Rabin test as follows: 

1) Given n, find s so that n−1=2sq for some odd q. 
2) Choose a random  a ∈ {1,...,n−1} 
3) If aq=1 then n is passed (later exit) 
4) For i=0,..,s−1 see if a2sq=−1. If so, nis passed (later exit). 
5) Or else n is composite 

VANDERMONDE MATRIX: 

Vandermonde matrix is named after Alexandre - Théophile Vandermonde. It is a matrix with the 
terms of a geometric progression. It is m × n matrixfor all indices i and j. 

 
Fig 2.Vandermonde matrix 

The Vandermonde matrix evaluates a polynomial. It is the matrix of the linear map that maps the 
vector of coefficients of a polynomial to the vectorof the polynomial at the values appearing in the 
Vandermonde matrix.  

III. PROPOSED METHODOLOGY 

1. BASIC SCHEME 

The formation of sensor nodes in the network WSN’s can be classified as hierarchical and flat 
networks. The nodes are divided into several clusters and each cluster has a head in a HWSN. A 
cluster head which leads a group of general sensor nodes plays the head of the cluster network. Every 
node reportsto a base station (BS) through cluster head. They communicate with neighbors and 
transmit data to BS one by one. The hierarchical WSN has better scalability. However, a cluster head 
handles the keys of all nodes of the same cluster. Serious problems might arise in the cluster when 
the head is compromised or damaged. 

It becomes important to encrypt and authenticate the messages communicated between sensor nodes, 
to achieve security in wireless sensor networks. The keys for performing encryption and 
authentication must be agreed by the communicating parties.Due tolarge amount of memory and 
network, Pre-distribution of secret keys for all the node pair is not viable.  

Sensor networks have various requirements: 

1) Integrity: Data integrity ensures that the data obtained by the recipient node is same as the data 
sent by the sender node and is not altered by any adversary.  

2) Authentication and Confidentiality: Authentication before data transmission between the two 
nodes (sender and receiver) must be done. Receiving node must be ensured that the data is sent 
from a trusted node and not from any malicious node. Also, the data that is sent must not be 
exposed to any other nodes and must be received only by the authenticated receiver.  

3) Reliability, Availability and Resiliency: It ensures that the data is available to access at all times 
required by the authorized nodes and also the proper connectivity of the nodes. This ensures 
protection and security from attacks such as denial of service attacks. 

4) Data freshness: It is ensured that only fresh data should be delivered to the nodes.  

In this paper, we provide a skeleton in which wemake use of key pre-distribution scheme which 
considerablyprovides the improvisedflexibility of the network as compared to the previous schemes.  

The probability of communication between the alive nodes is compromised to zero closely when the 
total count of compromised nodes does not cross the threshold.  

KEY GENERATION AND DISTRIBUTION PHASE 

In the key pre-distribution phase, the key setup server first constructs a (λ+ 1) X n matrix G over a 
finite field Fq = GF(q), where q is prime and n is the number of sensor nodes which is considered in 
the network. Here G is considered as public information, that is, any sensor node can know the 
contents of G and even adversaries are allowed to know G.  

Then the setup server generates a random (λ+ 1) X (λ+ 1) symmetric matrix D over GF(q) and 
computes another matrix A as A = (D.G)T , where (D.G)T is the transpose of the matrix D.G. We 
note that A is of order n X (λ+ 1). Matrix D is kept secret and thus it is not disclosed to any sensor 
node also. We see that A .G = (D.G)T.  

G = GT .DT . G = GT .D. G = (A. G)T ,since D is a symmetric matrix. Thus, A .G is also a symmetric 
matrix of order n X n. If we let K = A. G and K = (kij)nxn, then we have kij = kji. Finally, the setup 
server loads the following information’s to each deployed sensor node i (i = 1, 2... n): 

i. i-th row of matrix A. 
ii. j-th column of matrix G. 

After the deployment every node in the wireless network locates the address of its physical neighbors 
within its range of communication. The columns of G matrix should be exchanged between the 
sensor nodes and then using their private rows of matrix A, whenever the nodes I and j want to 
establish a pair wise secret key between them, the secret keys (kij and kji) can be calculated 
respectively. 

Since the matrix K is symmetric, so kij = kji. 

Since matrix G is public, the matrix columns of the nodes can be communicatedonly in plaintext. The 
computed key kij (= kji) can be stored for later use such as secret communications by i and j nodes. If 
any λ+1 columns of G are linearly independent, then this scheme proves that it isλ–secure. When no 
more nodes are compromised, the λ–secure property assures that no nodes apart from i and j can 
calculate their secret key (kij or kji). 

If 64 bit  key length is used, then the value of q should be such that it is the smallest prime number 
greater than 264, in the finite field GF(q)each pair wise key is denoted by an element. Let g be 
chosen as a primitive element belonging to GF (q) and n < q. 

We can design a possible G as follows: when g1, g2, g3... gn are all distinct,it can be proven that any 
λ+ 1 columns of G are linearly independent.The λ value can increase the security property but it is 
not feasible due to limited sensor node memory. 

 

Fig 3. Generated matrix 

2. ATTACK INTRODUCTION PHASE 

Security has a vital importance in wireless sensor networks. Adversaries can introduce various kinds 
of attacks and for countering these attacks cryptography is used. Sensor nodes are deployed in 
unfavorable and unreachable area. Nodes can be physically taken into captive or damaged by 
attackers as it is not possible to find the location of the node post deployment. 

Due toverylimited resources like bandwidth, energy, processing and data storage capabilities of nodes 
in WSNs, traditional security techniques cannot be applied directly. The sensor node has less 
hardware which is not competent of executing security protocols with are highly complex.The two 
attacks which we have introduced in our scheme are exhaustion attack and identity replication attack. 

There are various types of attacks in WSN’s: 

1. EXHAUSTION:To consume all the resource energy of the victim node, by obliging it to 
perform calculations or to transceive unnecessarily data. 
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2. IDENTITY REPLICATION ATTACK: Attacker can clone nodes, and place it in 
different part of the network in order to collect majority of information traffic. It is based 
upon giving the same identity to different physical nods. The attack can be mounted 
because in a WSN there is no chanceof knowing that a wireless sensor node is 
compromised. 
 

3. TAMPERING: Result of physical access of the node by an attacker; thegoal of this 
attackis to recover the cryptographic data like the keys used for ciphering. 
 

4. BLACK HOLE: A node alters the routing information to indulgethe passage of the data 
by itself. The mission is to clone a sink or black hole in the network. 

 
5. SELECTIVE FORWARDING: A node acts as a router, the malicious nodes may 

refuse to forward certain messages and simply drop the data which is to be sent to the 
destination node. 
 

6. SYBIL ATTACK: Attacker can steal and use the identities of the random nodes in order 
to take part in distributed algorithms such as the election. 

 
SECURITY PARAMETERS 
 
Wireless Sensor Networks which has limited storage, processing power, bandwidth, and energy 
require a special security approach. The security requirements of networks concerning availability, 
integrity, confidentiality, freshness, authentication, access control, and non-repudiation has difficulty 
hardware and energy constraints of the wireless sensors. 
 
Availability: The availability gives time of response of the system to transmit information from one 
source to the good destination. The other meaning of availability is that the services of network are 
available to the authorized parts if necessary and ensures the services of network in spite of Denies of 
Service attack (DoS). 
 
Integrity: Integrity is a service which guarantees that the during transmission the data are not being 
modified. Integrity also protects the network against the modification of messages. 
 
Confidentiality:Confidentiality is the guarantee that the information of a sensor node is not 
available or revealed only with its recipient or the receiver. 
 
Freshness: Some measurements in time is provided in WSNs; we must make sure that each 
message is fresh. The freshness of data infers that the data are new, and it ensures that no adversary 
or attacker can replay the previous messages. 
 
Authentication: An adversary cannot simply limit or modify the message. He can add additional 
messages. So, the receiver must make sure that the data which is being used come from the correct 
source. The authentication is necessary for many tasks in addition to the construction of WSNs. 
 
Access control:Access control gives to the legitimate participants a qayto detect the messages 
which comes from the external sources of the network. 
 
Non-repudiation: Itensures that the source origin of a message data cannot deny having sent the 
message before. 
 

 
PROPOSED SCHEME 

Freshness of keys is introduced in the scheme to make the existing scheme more efficient in terms of 
security. Matrix generation process is the same as in the Blom’s scheme. Here the Matrix G(public 
info matrix) is generated once at the Base Station but the remaining matricesD(private info matrix), 
K(symmetric key matrix)and A are generated again and again for every single round. The sensor 
nodes send data repeatedly to Cluster Head when all the sensor nodes present in the particular cluster 
have finished sending data then it is termed as one round. Hence, even though the malicious node 
attacks the network and steals the key by eavesdropping it will not be able to use any of keys as the 
key value would have changed by the time the malicious node tries to communicate hence it fails to 
attack. 

Each sensor node has a unique key which will be generated and distributed using Blom’s Key pre-
distribution scheme. Beforecommunicating Node sends the node ID and keys to the Cluster head.The 
CH then creates the (λ+1)rows and ‘N’ number of columns. The first row will be selected and the 
first column key will be distributed to the first sensor node. 

In the similar manner, for all the N number of SN’s N number of keys will be generated and 
distributed which are unique in nature for the first round. The communication happens in this manner 
for the total number of rounds. 

Suppose a cluster has 10 nodes, each node communicates and sends the data one by one. The CH 
recalculates the key values again using the matrix based key generation scheme and regenerates the 
(λ+1)rows and ‘N’ number of columns. Before the next round begins the CH distributes all the keys 
again and then starts the communication. 

In such a case if the malicious node when it attacks the network will not be aware of the changed 
value of the key and tries to communicate with the cluster head using the previous key itself. Then 
the CH gets to know about the node transmitting the data with the unchanged key value. 

For the same node ID’s the present key value would not have changed which is an indication of the 
identity replication attack. Whenever there is replication the packets will be dropped by the CH as it 
finds out the malicious attack. Hence, the network is made secure against the Identity replication 
attack. 

Only way for the malicious node to disturb and interfere in the communication is to make the packet 
drop happen and drain out the resources of the attacked sensor node which is termed as the 
Exhaustion attack.  

At the same time, if the other node sends the data then they collide with each other and the packet 
drop happens. That particular sensor node does not receive the ACK packet. So,the SN sends the 
packet again and hence, the packets sending ratio will be increased. Hence, the residual energy 
decreases at a faster pace. 

 

 

Fig 4. Network Model consisting of 2 Clusters 

The fig 4 shows the network deployment of a hierarchical WSN consisting of a base station, two 
clusterswith unique IDs assigned to sensor nodes respectively. The base station is at the center of the 
network between two cluster heads. 

IV.SIMULATION RESULTS: 

The tool used for performance evaluation is MATLAB. A network is considered here, Cluster heads 
are 2 in number, maximum number of sensor nodes in each cluster are 10& 12 respectively. 500 
number of rounds was taken and nodes with initial energy of 0.5J.  

The proposed scheme is executed and the average results with graphs are provided. The simulation 
results are compared with and without security for the impact of attacks.The parameters considered 
for performance evaluation are: 

1. Residual Energy:  The energy remaining in a sensor node after each round.  
2. Throughput: The rate of successful message delivery over a communication channel. 

 

GRAPHS PLOTTED WITH AND WITHOUT SKM: 

 

Fig.5.Closer view of the network on which malicious node is placed. It shows the IDLE nodes 

 

Fig 6. Comparison of energy between Identity Replication attack and Exhaustion attackwithout 
SKM(Secure Key Management) 

The fig6 shows thatin identity replication attack and exhaustion attack there will be a few IDLE 
nodes, As SKM is not introduced in the network, there are more changes of theft so energy of overall 
network will decrease as all sensor nodes are not working. 



2019 1st International Conference on Advances in Information Technology 
 

978-1-7281-3241-9/19/$31.00 © 2019 IEEE          478 
 

 

Fig 7. Closer view of network on which SKM is introduced 

The figure 7 shows the cluster on which malicious node is placed (black in color). Since the 
introduction of SKM there will not be any IDLE nodes as there are less chances of making any nodes 
IDLE by a malicious node. 

 

 

Fig 8. Identity Replication Attack v/s rounds with SKM(Secure Key Management) 

The fig8 shows thatin identity replication there will not be any IDLE nodes. So, energy of overall 
network will decrease drastically as all sensor nodes are working. 

 

 

Fig 9. Exhaustion Attack v/s rounds with SKM(Secure Key Management) 

The fig9 shows thatin exhaustion attack there will not be any IDLE nodes because of this there will 
be no chances of energy drain from the sensor nodes as SKM is introduced. So, energy of overall 
network will decrease drastically as all sensor nodes are working. 

 

Fig 10.Alive nodes and Dead nodes v/s rounds 

The fig10 shows thealive nodes are the nodes which are alive in the network and are ready to take 
part in communication whereas the dead nodes are dead and they cannot take part in the 
communication.             

 

 

Fig 11. Throughput v/s Rounds without SKM 

The fig11 shows the packets received at the receiver successfully which is the throughput. The graph 
indicates the throughput without Secure Key Management Scheme. 

 

 

Fig 12. Throughput v/s Rounds with SKM 

The fig12shows the packets received at the receiver successfully which is the throughput. The graph 
indicates the throughput with Secure Key Management Scheme. 
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V.CONCLUSION 

In this paper we have proposed a secure key management in wireless sensor networks. Vulnerability 
of the nodes to physical capture, Insecurity of the data transmission, Limited memory resources and 
the complexity in the inclusion of the nodes at later stages is considered.The performance of the 
network is evaluated based on Security, Impact of attacks and Throughput. Minimizing the memory 
usage is also of main importance. The efficiency of the system is increased, and achieved security in 
the WSN. There is substantial improvement in the performance of the network. 

 

    VI. FUTURE SCOPE 

 
The system proposedso far has been implemented considering static wireless nodes. This 

systemprovides enhancement, gains in Energy efficiency, Throughput, Network lifetime, and 
Stability period. As the virtue of wireless nodes is mobility, it can be incorporated into the system 
using advanced routing protocols that support mobility and enhance efficiency of the system. 

An effective tool in reducing the system power consumption without decreasing the 
performance is Dynamic Power Management. The effects of very large node densities needs to be 
investigated. Developments in this regard can be taken into consideration to make the system more 
reliable. 
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Abstract— A multiband antenna with a microstrip feed 

is implemented. The prototype of patch antenna is designed on 

dielectric material called  Flame Retardant-4 that has permittivity 

of 4.4. The proposed antenna has a volume of 1000mm3 with 

a square shaped DGS (defected ground structure) to realize 

different frequencies. This wraps three varieties of frequencies 

such as 3.5GHz, 6.8GHz and 9.6GHz which are valid for WiMAX, 

Satellite Uplink and X-Band applications correspondingly. The 

planned antenna has shown sensible radiation characteristics at 

numerous operative bands that are appropriate for multiband 

operations. 

 

Index Terms - DGS, Wi-MAX, Satellite uplink, HFSS. 

I INTRODUCTION 

 
In modern world there is a drastic implementation of the 
wireless communication for compact devices. This also 
created a huge demand for the antennas which are compact 
and are able to operate at multiple frequencies. This has 
evolved the approach of an antenna design totally in different 
manner. An antenna is a transition device which can couple 
the guided medium wave to the free space [1][5]. It retains the 
characteristics of both receiver and transmitter. Since this is 
an elementary device for wireless communication setup the 
micro strip multiband patch has given a new approach to 
accomplish this objective [4]. 

There are different feeding technique like proximity, co-axial, 
aperture feed and microstrip line feed. Among all these 
microstrip line feed is preferred to achieve impedance 
matching [8]. Slots and DGS mainly improve the efficiency of 
the antenna, enhancement of the bandwidth, gain, VSWR, 
radiation pattern and also reduce the return loss. The use of 
high dielectric and thickness of substrate plays an important 
role design structure. 

Patch antennas has physical features such as better directivity, 
low production cost, reliability, ease of construction and easy 
integration with circuit component which are widely 
incorporated in designing the communication modules[7].  

Here our aim is to design and analyse a miniaturized patch 
antenna with acceptable gain for various wireless applications. 

II DEFECTED GROUND STRUCTURE 

Defective ground  is formed when a small portion is removed 
from the ground plane  of a micro strip antenna, this results in 
a disturbance in the current distribution over the ground plane  
which in turn results in a alteration in electromagnetic 

excitation [9][6]. Different shapes of slots such as square, 
triangle etc are used in DGS[3]. Since the transmission line 
with DGS shows band rejection characteristics. It is applied for 
enhancing the characteristics of the antenna [11]. 

Calculation formula for Microstrip Patch Antenna [13] 

1. The width(W) of the micro strip antenna is given as- 
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4.  The effective length (Leff) is 
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5. The Actual Length (L) is given by 
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6. The Ground Plane dimension is given by 
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Antenna Geometry: 

 

 

           Fig. 1: Front image of the patch 

 

 

            Fig2: Rear sight of ground plane 

 
To attain the multiband frequencies a square-shaped slot is 
incorporated to create the irregularity in the ground plane as 
portrayed in the figure 3. 

Results 

To study the of characteristic of patch, parametric analysis, 
trial and error methods are carried out.   

Return Loss 

The S parameter gives return loss of patch antenna. This 

indicates mismatching of input and load impedances. This is 

also known as reflection coefficient [6].  

 

       

 Fig. 3: Return loss (S11) versus Frequency  

 

III VOLTAGE STANDING WAVE RATIO 

 

This is a function of reflection coefficient which describes 

how well the antenna is matched to connected transmission 

line. The value from 1-2 is acceptable. 
 

 
 

Fig.4:  VSWR v/s Frequency 

 

Surface Current Distribution 

The following picture depicts the current distribution over 

radiating patch and ground plane of antenna. DGS varies the 

current distribution in ground plane of an antenna gives the 

ability to operate at diverse frequencies as shown in Figure 5a-

7b. The following simulation results show the front and rear 

image of the antenna for attained frequencies.      

 
 

Fig.5a: At 3.5GHz 
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Fig 5b. Back view at 3.5GHz 

 
 

Fig.6a: For 6.8GHz. 

      
 

Fig.6b: Rear view at 6.8GHz  

 

 
 

Fig.7a:  At 9.6 GHz. 

 

 
Fig.7b: At 9.6GHz 

 

 

 

 

 

IV RADIATION PATTERNS 

 

The 3 dimensional  radiation pattern of microstrip patch 

antenna in electric(YZ) and magnetic (XZ) planes at 

3.5GHz,6.8GHz and 9.6GHz are plotted as depicted in fig 8-

10 respectively. The proposed antennas radiation plot shows a 

nearly omni directional pattern in H-plane and bi-directional 

pattern in E-plane at three frequencies. 

 

Fig 8: For 3.5GHz 

 

 

Fig 9: At 6.8GHz  
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Fig 10: For 9.6GHz  

 

Gain 

The degree of efficiency and directional capabilities of an 
antenna   can be represented by the gain of an antenna. Here we 
observe gain of + 0.843dB at 3.5GHz  and + 2.97dB at 6.8GHz 
and +6.9dB at 9.6GHz 

 
Fig. 11: At 3.5 GHz 

 

           
Fig. 12: For 6.8 GHz 

 
Fig. 13: At 9.6GHz 

 

Comparison Table 

 

 

From the above comparison table it is clear that the designed 

antenna is not only miniaturized but also shows that the 

antenna exhibits the ability to operate at multiple frequencies. 

  

V CONCLUSION 

The aim of this patch antenna is to achieve multi band 
resonant frequencies with positive gain which is compact and 
portable microstrip patch antenna. To attain these 
characteristics DGS is incorporated in the design. The 
designed Multiband microstrip patch  antenna  produces three  
frequencies as 3.5GHz , 6.8GHz and 9.6GHz with acceptable 
gain of 0.8dB, 2.97dB and 6.9dB respectively. These 
frequencies are well suited for Worldwide Interoperability for 
Microwave Access, satellite UpLink and X-Band 
applications. 
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ABSTRACT—Here a 26 x 32 x 1.6 mm3 sized 

dualband microstrip antenna that realized the 
frequencies 3.4Ghz and 6.7Ghz for the applications 
wimax and radionavigation respectively is designed. 
FR4 dielectric with permitivity 4.4  is the dielectric 
material used. The S11 in dB with  standing wave 
ratio for the generated frequencies   are -28.29 and -
23.01 with 1.08 and 1.15 respectively.  It comprises 
of a rectangular slot on the patch  to achieve  
impedance matching. The analysis of return loss, 
gain and radiation patterns  was done using HFSS 
tool.  
 
Keywords—Wi-Max, Radio navigation, HFSS, Slot 

INTRODUCTION 

In recent years the rapid development of the antenna has 
lead to the increased demand of multiband microstrip 
antenna. This have changed the approach of antenna 
design in completely different way. Antenna is a passive 
device which transforms the energy from electrical form 
to Radio Frequency form and couple it to free space for 
transmission. Since the antenna is a elementary device 
for wireless communication setup the microstrip 
multiband antenna has given a new manner to 
accomplish this objective [1-5].  

The permittivity with high value  and less size  made 
these  antennas catch the consideration for applications 
like mobiles instruments, GPS receivers and other 
products of wireless communication. Because of their 
less weight and even skeleton this antenna is well suited 
for airborne and spacecraft [10]. For various wireless 
applications multiband antennas can function at diverse 
band of ferquencies. A compressed structure is desired to 
fulfill the precise requisite [6]. 
The permitivity, thickness of the  substrate, frequency 
etc are significant parameters for the analysis of  
performance of  an antenna. There is a massive need of 

compressed size and low weight radiating elements  
integration into  modern  communication systems with 
ease[8]. However, the foremost drawbacks of microstrip 
antennas are  little bandwidth, less power handling 
capacity, small gain and directivity [7].  
For handheld and portable devices the antenna size is the 
key in attaining gain and bandwidth. An E shaped and 
rectangular slot antenna is analysed for ISM band at 
5.75GHz  [9]. 
Due to greater potential of the geometry elliptical 
microstrip antennas are considered for diverse of 
electrically small low profile antenna applications  [11]. 
Reactive loading is achieved by  etching slot on a 
radiating element and the resonance is improved by  
hitting a slot [12]. 

I. ANTENNA DESIGN CONSIDERATIONS 

Width (W) - 

 

Calculation of Effective length (L)- 

 
 

 

Where h is height of the substrate, fo is resonant       
frequency. 



2019 1st International Conference on Advances in Information Technology 

978-1-7281-3241-9/19/$31.00 © 2019 IEEE   449 
 

II. ANTENNA GEOMETRY 

 

 
Fig1: Front view of the antenna with slot 

 
 

Fig2: Back view of the antenna 
 

 
Fig3: Antenna without slot 

 

III. RESULTS 
 

 
 

Fig4: Return loss vs. Frequency without slot 
 

 
 

Fig5: Return loss Vs. Frequency with slot 
 

 

Fig6: VSWR without slot 
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Fig7: VSWR with slot 
 

 
 

Fig8: Impedance Curve without slot 
 
 

 
 

Fig9: Impedance Curve with slot 
 

 
  GAIN  

 

 
Fig10: For 3.4 GHz frequency without slot 

 

 
 

Fig11: For 6.6GHz frequency without slot 

 
 

Fig12: For 3.4 GHz frequency with slot 
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Fig13: For 6.7GHz frequency with slot 
 

RADIATION PATTERNS: 

 
 

Fig 14:  For 3.4 GHz frequency 
 

 
 

Fig15: For 6.7 GHz frequency 
 

Results table: 

Without slots:  

 
 

With slots: 

 
Comparison Table 
 

Reference Antenna 
volume 
(mm3) 

Frequency  
(GHz) 

VSWR Gain  
dB 

[14] 4000 2.3 
5.3 
6.7 

1.1 
1.1 
1.2 

4.11 
-11.17 

-1.6 
[5] 6400 0.9 

3.5 
1.3 
1.1 

6.7 
8.42 

[6] 3200 3.4 
5.6 

1.22 
1.56 

3.43 
7.25 

Proposed 
antenna 

1331.2 3.4 
6.7 

1.08 
1.15 

2.44 
4.18 

 

CONCLUSION: 

The purpose of this design is to achieve dual band  
frequencies with  good gain for a compact and simple 
microstrip patch antenna. A small rectangular slot is 
made on the patch for impedance matching. The 
designed Multiband microstrip patch  antenna  produces 
two  frequencies  3.4GHz and 6.7GHz with a gain of 
2.44dB, and 4.18 dB respectively. Which are well suited for 
Wi-Max, radio navigation applications. 
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Serial 
number 

Frequency 
generated 

Return 
loss 

VSWR Impedance Gain 
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2 6.6Ghz -13.41 1.5 55.29 3.39 
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number 

Frequency 
generated 

Return 
loss 

VSWR Impedance Gain 
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Abstract— Wireless Sensor Network’s composition at thqae
foundation level is sensors. These battery-powered, efficient 
sensors are deployed over a particular region under 
consideration for the application that they are sought out for. 
These sensor nodes are not only used for their obvious sensing 
capabilities, but are also used to compute and communicate with 
other nodes using radio signals. However, as economical and 
efficient as these sensors are, they still have a lot of constraints 
such as power, bandwidth, network lifetime and variance. It 
thus, becomes extremely important to make sure that all these 
constraints are optimized while routing data through the 
sensors. Thus, efficient routing, to some extent can be provided if 
an centroidal agglomerative approach is used. This ensures that 
data is aggregated at different levels which in turn lead to a 
simple yet efficient network. In this paper, we propose a method 
to route the data hierarchically and at the same time, optimize 
the objectives and constraints put forth by other routing 
protocols. The simulation results of the proposed algorithm 
shows improvement in efficiency compared to existing protocols. 

Keywords — sensor nodes, efficiency, wireless sensor network, 
agglomerative, hierarchical routing. 

I. INTRODUCTION

Wireless Sensor Nodes were initially introduced as a small 
portable object, which when coupled with the knowledge to 
handle them can prove to be beneficial to so many different 
applications. When integrated into machinery, these sensors 
helped improve the manufacturing productivity and also 
improved efficiency of the machinery. Another advantage of 
including these sensors was the fact that there was no need of 
bulky wires and cables as it was a completely wireless setup. 
Apart from this, it was also found to be extremely smart in 
terms of response time which in turn led to faster data 
acquisition. The machinery thus developed exhibited 
reliability and accuracy when tested over a longer period of 
time as well. However, with increase in scalability and 
lifetime of a machine come some disadvantages as well. 

One major disadvantage was that the sensor nodes used are 
battery operated which means that they have a finite lifetime. 
This directly translates to the sensors providing only little or 
limited energy for the working of the machine which in turn 

leads to a modest amount of processing power. Thus, the need 
of the hour was to, in some way; optimize all these drawbacks 
so that the lifetime of the sensor nodes as well as its range can 
be improved. 

A wireless sensor network is thus a collection of many 
such sensor nodes, unique to each application. These sensors 
communicate with each other through transmission and 
reception of data and finally provide the designated output at 
par with the application. 

While considering applications where sensor nodes are used 
for data acquisition and transmission, these drawbacks can 
somewhat be minimized by efficient routing. Routing of data 
makes sure that data is delivered to the destination, keeping in 
mind parameters such as delay, failure of links and throughput. 
[1] Though routing in any network is important, routing in a 
WSN plays a crucial role. This is because the tasks of 
transmission, reception, processing and storing must be done 
using the minimum power available. If not, it will not only lead to 
the network being redundant, but is also a waste of bandwidth. 
Keeping the removal of redundancy as the major priority, 
aggregation of data is the best possible solution. 

The major advantages of using data aggregation are [2]: 
1) Since clustering or aggregating of data reduces the size of 
the routing topology per se, it is much easier to scale as 
opposed to that of a flat topology. 
2) Fusion or aggregation of data leads to less load being 
introduced on the sensors. In a cluster, the cluster head 
aggregates the data, thus reducing the load on all the sensors 
to transmit to the receiver. 
3) Since aggregation occurs at every level, transmission is 
done using minimum energy as the number of sensor nodes 
that transmit is reduced. 
4) The cluster head in each cluster is the only node that 
transmits to the receiver. This, in turn, reduces the possibility 
of collision of data between sensors. 
5) Since less energy is being used, the sensors can operate for 
a longer period of time. Thus, the lifetime of the network is 
enhanced. 

The remaining sections of this paper are: In Section II, we 
talk about the existing systems, their limitations which are the 
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objectives for our proposed system. Section III highlights our 
system model. Section IV focuses in depth about proposed 
system. Section V is the implementation of the system and 
results and Section VI concludes the paper. 

II. EXISTING SYSTEMS

The many varied applications of wireless sensor networks 
over the years has made it imperative that different routing 
techniques and system models are to be used in order to 
maximize the objectives and minimize any drawbacks and 
limitations. 

Routing in current existing systems has been divided into 
a number of categories such as flat based routing, hierarchical 
and location based routing. [3] These routing protocols are 
simply used to determine how best to route the data with 
maximum efficiency. In the flat based routing, information is 
relayed from one sensor node to another. Thus, there is no 
aggregation of data. Whereas, in the hierarchical routing 
protocols, data is aggregated at every level until it reaches the 
sink node or the base station depending on the application of 
the wireless sensor network. Location routing on the other 
hand does not focus on aggregation of the data but rather on 
the location of the individual sensors. 

All the above mentioned routing protocols have their own 
advantages and disadvantages. However, a good routing 
protocol should satisfy the basic objectives such as energy 
efficiency, increased lifetime and minimum delay. At the same 
time, the existing systems have a number of limitations. By 
means of this paper, we attempt to propose a system model 
that would minimize the basic limitations of a wireless sensor 
node as mentioned below [4]: 

1) Since the deployment of wireless sensors are completely 
application based, the environmental conditions of the area 
under consideration can affect the overall efficiency of the 
network. Thus, sensing is greatly compromised by 
environmental factors such as climate, physical obstacles and 
real-time unpredictable errors. 

2) Transmission, reception as well as computation of the 
data use the energy that is inherent in the sensor nodes. Thus, 
there is already a loss of energy. However, aggregating data 
can also contribute to further loss which is undesirable in the 
wireless sensor network. 

3) Sensor nodes are capable of communicating only a 
sizeable amount of data. Often, the load on the sensors become 
much more than that which the sensor node can handle. This 
leads to significant congestion, delay and also loss of the data 
in some cases. 

4) Excess load on the sensors can cause path breaks during 
routing. Thus, alternate paths have to be determined. 
However, this leads to bandwidth limitation as well as path 
delays which further reduce the efficiency of a system. 

5) The rate at which one sensor node loses energy might 
not be the same rate at which another sensor node loses its 
energy. Thus, there is a variance created in the network. This, 
in turn, contributes to uneven distribution of energy in the 
system, thus posing as a limitation. 

III. PROPOSED SYSTEM

As seen in the fig.1, the proposed system model follows 
the principle of hierarchical routing wherein data is aggregated 
into clusters. The circles denote the individual sensor nodes 

while the squares depict the elected cluster head for that 
respective cluster. The nodes that are marked in green depict 
gateway nodes which are also sensors that are used to route 
data. Finally, the triangle depicts the gateway node. Clusters 
are nothing but groups of sensor nodes. Here, clustering can 
either be: 

Fig. 1: Proposed System Model 

(i) Intra-clustering where sensor nodes of a particular cluster 
aggregate their data to the cluster head which is elected. 

(ii) Inter-clustering where data aggregation happens 
between two or more clusters i.e. the data from all the cluster 
heads are aggregated together. 

Thus, the entire operation of the system proposed is 
divided into two phases: 

(i) The set-up phase: This phase involves the election of 
the cluster head. This can be done using either deterministic 
probability or based on the centrality approach depending on 
the base protocol that is being used such as LEACH, TEEN, 
DEEC etc. to name a few. This cluster head is responsible for 
aggregating all the data that needs to be relayed by the sensor 
nodes to the base station. 

(ii) The steady phase: This is the phase where actual 
transmission takes place. Thus, data is routed using the 
hierarchical agglomerative approach in this phase. 

IV. SYSTEM MODEL 

The proposed model is used to route the data. However, 
there are certain assumptions with respect to the model and 
network in general that are considered. These include: 

1. Deployed sensor nodes and gateway/ intermediate nodes 
are homogenous in nature. This simply means that initially, 
when deployed, all the sensor nodes are said to have 
approximately equal energy levels. 

2. The sensor nodes, gateway nodes as well as the base 
station is said to be stationary. 

3. The idea behind deploying these sensors is for 
applications where the location of the sensors is of little or no 
concern. Thus, the sensor nodes are location unaware and are 
not connected to any GPS system whatsoever. 

4. The base station is continuously powered as opposed to 
the battery operated sensors. Thus, power supply to the base 
station is not a concern. 

5. Node failure can occur in case of complete energy 
depletion. 

The entire system model can briefly be classified into five 
main functions. These functions are crucial to the working of 
the routing protocol. They include: 
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(1) Division of the area into clusters: 
The entire area under consideration must first and foremost be 
divided into approximately equal smaller areas. These areas 
are known as clusters and these clusters contain a number of 
sensor nodes. 

(2) Election of the cluster head: 
In order to route data using an agglomerative approach, 
aggregation of data must start from the lowest level i.e. the 
clusters. Thus, each cluster elects its own cluster head whose 
main function is to collect all the data from the sensor nodes 
of the cluster and successfully route it to the higher levels in 
the hierarchical approach. The cluster head is elected using the 
centrality based approach that focuses on the receive signal 
strength (RSS) of the sensor nodes. 

(3) Aggregated data communication: 
After the data from the sensor nodes are aggregated to the 
cluster head, routing of that data from the cluster head to the 
gateway nodes need to be considered. As mentioned earlier, 
gateway nodes are simply intermediate nodes that help route 
the data to the base station. The data is then transmitted 
between the gateways and finally reaches the base station of 
the network. The main reason of incorporating these gateways 
is to reduce transmission distance between the cluster heads 
and the base station, thus improving overall efficiency. 

(4) Eliminate dead sensor nodes: 
After each round of transmission and reception, the energy 
levels of the individual sensor nodes are monitored. If, at any 
point, the energy of the sensor node falls below the threshold 
level, that sensor is said to be a dead sensor and the node is 
eliminated in terms of transmitting any more information. 

V. IMPLEMENTATION AND RESULTS

The implementation of the proposed system is carried out 
using Matlab version 8.1. First, sensors are deployed at 
random in a 100*100 area. After the deployment of sensors, 
the entire area under consideration is divided into clusters 
which are identical to one another. The cluster head is selected 
on the basis of the centrality approach that calculates the 
distance between sensor nodes to determine the best fit cluster 
head. Then, intermediate gateway nodes are deployed at 
intersections of clusters. These gateway nodes are further 
connected to each other and then routed to the base station. 

Once the successful completion of a round or iteration 
occurs, the energy of all the sensor nodes are calculated. 
Thesensor nodes whose energy falls below the threshold are 
removed and the cluster head selection process is done again. 

As seen in Fig3, a graph of the number of alive sensor 
nodes vs. the number of rounds is plotted. As compared to the 
LEACH protocol, it can be observed that the number of alive 
nodes at any given point for the proposed system is more than 
that of the LEACH protocol. Thus, the lifetime of the sensors 
is increased which is directly proportional to the lifetime of the 
network. 

In Fig4, the residual energy of the sensor node after each 
round vs. the number of rounds is plotted. As compared to 
LEACH, it is seen that the energy contained in the sensor 
nodes for the proposed system is much higher after each 
round. Thus, the energy consumed for communication is less. 
This means that the energy efficiency is improved. 

In Fig 5, the variance of the network in the proposed 
system against the number of rounds is plotted. While 
compared with the results of the LEACH protocol, it is 
observed that the variance is a constant slope with no sharp 
peaks or drops. This means that the sensor nodes in the 
network have little to no variance and the energy loss across 
the sensors is happening at a constant rate, thus improving the 
network efficiency. 

Fig. 2:Topology of network when sensors are initially deployed 

Fig. 3:Number of alve sensors after 2000 rounds as compared to LEACH 

Fig. 4:Residual energy after 2000 rounds as compared to LEACH 
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Fig. 5:Energy Variance after 2000 rounds as compared to LEACH 

VI. CONCLUSION 

It is thus observed from our analysis that the main principle 
of working of the protocol is cluster based centrality approach. 
Thus, the wireless sensor nodes transfer data by aggregation 
which is one of the major advantages of the proposed system. 
By using the system model above, the efficiency and network 
lifetime of the network is considerably enhanced. By means of 
assigning sensor nodes at every level to collect all the data to
be transmitted, the load on the sensors is reduced. The 
clustering and aggregation of data goes a long way in 
simplifying the routing of the wireless sensor network. 
Furthermore, introduction of the gateway nodes reduces 
transmission distance of data from the cluster heads to the 
base station. 
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ABSTRACT 

An automatic solar panel orientation system has been designed to achieve high performance by tracking the sun rays 

throughout the day. The solar tracking system was connected to the DC motor which is driven by the shaft and the shaft in 

turn is connected to the solar panel. The main panel rotates to harvest the maximum sunlight. Two reflectors fixed on each 

side of the panel ensure that the light radiation is directed on to the panel. A bearing was mounted on the column shaft to 

facilitate the rotation to the tracker. A motor is provided to drive the shaft and it tracks the motion of the sun across the sky 

and ensures the maximum amount of radiation to fall on the panels. The efficiency of the system was found to be higher using 

the solar tracking system with reflectors, when compared to the system without reflectors. To achieve this, the solar tracking 

system was implemented using a DC geared motor, solar photovoltaic panels and geared wheel arrangement.  

KEYWORDS: Photo Voltaic Cell, Reflectors, Solar Panel, Solar Panel Efficiency & Solar Tracking System 

 

Received: Jul 24, 2018; Accepted: Aug 14, 2018; Published: Nov 09, 2018; Paper Id.: IJMPERDSPL201822 

INTRODUCTION 

Solar energy is one of the most promising renewable energy sources. There is a huge conversion potential of 

solar energy into electrical power. The conversion of solar radiation into electrical energy using Photovoltaic (PV) 

effect is a very promising technology since it is a clean, silent and reliable technology. The maintenance cost of Solar 

Photovoltaic Cells is very low. It has been found that this technology has a very small ecological impact. Performance 

of a photovoltaic array depends primarily on sunlight. Climatic conditions like clouds and fog significantly affect the 

amount of solar energy that is received by the PV array and therefore impacts its performance.  

Literature Review 

An extensive literature survey has been carried out. Different types of sun-tracking systems and their merits 

and demerits have been discussed by Hossein Mousazadeh [1]. The author finds that the most efficient and popular sun-

tracking device to be the polar-axis and azimuth/elevation type tracking system.  

Ahmed Abu Hanieh [2] explains that two degrees of freedom can be done using part of the power output of the 

solar panel. In his project, the kinematics of the system used is simple and can easily be controlled using astronomic 

geometric calculations taking into account the symmetry of the system.  

Nader Barsoum [3] has developed and implemented a solar tracking system with two degrees of freedom and it 

also detects the sunlight using sensors. This Peripheral Interface Controller was the brain of the entire tracking system, 
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and it was programmed to detect the sunlight through the sensors and then actuate the motor to the position.  

Some work has been carried out on the solar radiation falling perpendicular to the Photovoltaic panel. It was 

found that [4] a system which implemented tracking produced an average of 1.4 times more heat energy in comparison 

with the stationary collector of the same size.  

Methodology 

The photovoltaic cell is the basic building block of a photovoltaic system. The individual cells varies from 0.5 

inches to 4inches. One cell produces an electrical power between 1 to 2 watts. The PV Panels are fabricated using these 

cells. The PV panels are connected in series to increase the total power generated. These panels produce electricity as the 

sun rays fall on them by converting solar radiation into electrical power. Each PV panel produces an approximate of 75 

watts of power with an efficiency of around 18%. In order to increase the efficiency of the panels, various methods are 

adopted. One such method is the automatic solar tracking system. This system facilitates the run rays to fall on the PV 

panels for the longer duration of time thus enabling higher electrical power generation, which in turn increases the 

efficiency of the panels.  

 A solar tracking system basically consists of a DC gear motor to turn the panels in the direction of sunlight.         

In our work, a DC gear motor, two solar cells, and a gear wheel arrangement are being used for the tracking system.              

Two reflectors are fixed on each side of the panel. This ensures that the sunlight falling is directed on the panel. A motor is 

driven by the shaft. The shaft is connected to a solar panel.  

It tracks the motion of the sun across the sky and ensures the maximum amount of radiation falls on the panels. 

The solar panels are positioned to receive sufficient amounts of airflow. This induces natural cooling, which help to keep 

the efficiency rate high.  

     

Figure 1: Circuit Diagram For The              Figure 2: Sun Tracking System 

                                                     Solar Tracker Reflectors 

Aluminium foil is prepared in thin metal leaves with a thickness less than 0.2 mm (7.9 mils); The foil is pliable 

and can be readily bent or wrapped around objects. It has 87-89% reflectivity.  

Bevel gears are useful when the direction of a shaft's rotation needs to be changed. They are usually mounted on 

shafts that are 90 degrees apart but can be designed to work at other angles as well.  
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Figure 3: Sun Tracking with Reflectors 

Experimentation 

Experiments were carried out to investigate the performance improvement in the efficiency of solar PV panels. 

The entire set up for tracking the sunlight falling on the solar PV panels is represented in the Figure 2. Generally, a sun 

tracker is employed to increase the efficiency of the panel. In our work, a reflector is employed along with the sun tracker, 

in order to increase the efficiency further.  

Experiments were conducted without the reflectors first. The set up of the same is shown in Figure 3.                 

The experimentation results were obtained and the same experiment was conducted with reflectors and the results were 

noted. It was observed that the efficiency of the panel greatly improved with the addition of the reflectors.  

Efficiency of Solar Panel without Reflectors 

Solar panels are fixed at an angle of the latitude of the location. The latitude for Bangalore is 12.8
0
 and hence the 

solar panels are inclined at 13
0
. This enables maximum rays to fall on the panel, which generally is from 9 am to 3 pm.  

Efficiency of Solar Panel with Reflectors  

A solar tracker is a device which is fitted on to the solar panels that track the motion of the sun across the sky and 

ensures the maximum amount of radiation fall on the panels. A bearing is mounted on the column shaft to provide rotation 

to the tracker. A motor is provided to drive the shaft.  

Solar Panel Conversion Efficiency Calculation  

Solar panel conversion efficiency is the ratio of the electrical output of a solar cell to the incident energy (falling 

on the cell) in the form of sunlight.  

The energy conversion efficiency (η) of a solar cell is the percentage of the solar energy that is converted into 

electrical energy. This is calculated by dividing a cell's power output (watts) at its maximum power (P) by the input light 

(W/m2) and the surface area of the solar cell (m
2
). 

Solar Conversion Efficiency = P /(E *A) * 100                                                                                                       (1) 

Solar cells power output is calculated by P(W)= V*I                                                                                              (2)  

Area of solar panel = 0.133 m
2 
 

Energy input = 1000 W/m
2
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RESULTS AND DISCUSSIONS 

Results for Solar Panels without Reflectors 

An extensive research has been carried out to explore the conversion efficiency with and without reflectors for the 

photovoltaic solar panels.  

The observations of the experiments are presented in the tables and graphs. Table 1 presents the results of 

experiments conducted without reflectors. It is seen that the voltage is at a peak at 16.00. hours and the current measured at 

that point of time was 0.51 amps, which resulted in yielding a power of 10.618watts with an efficiency of 7.96%. The least 

voltage observed was in the range 14.00 hours to 14.30hours, at which points the current measured was 0.65Amps and 

0.63Amps, yielding a power of 12.62watts and 12.42watts yielding an efficiency of 9.75 and 9.45% respectively. It is 

observed that at 12.30 hours, the voltage it measured was 20.41Volts and a current of 0.8A which has generated a power of 

16.328watts yielding an efficiency of 12.24% which is the maximum recorded during the course of the experiment.                

The point to be noted here is that at 12.30hours not only is the efficiency the highest but the peak current of 0.8 A is 

observed. The results of Table 1 is plotted as a graph of current versus time and is presented in Graph 1. and the efficiency 

versus Time is presented in Graph 2.  

Table 1: Experimentation Results for Solar Panels without Reflectors 

Time Voltage (V) Current (A) Power (W) Efficiency (%) 

11.00 20.6 0.7 14.42 10.81 

11.30 20.7 0.62 12.834 9.62 

12.00 20.5 0.71 14.555 10.91 

12.30 20.41 0.8 16.328 12.24 

13.00 20.03 0.77 15.631 11.72 

13.30 20.02 0.69 13.81 10.35 

14.00 20 0.65 13 9.75 

14.30 20 0.63 12.6 9.45 

15.00 20.7 0.6 12.42 9.31 

15.30 20.7 0.54 11.178 8.38 

16.00 20.82 0.51 10.618 7.96 

16.30 20.6 0.49 10.094 7.57 

17.00 20.6 0.41 8.446 6.33 

 

 

Graph 1: Current vs Time for Solar Panels without Reflectors 

Results for Solar Panels with Reflectors  

The results for the experimentation of the Solar Panels with reflectors are presented in Table 2. The experiment 

observation reveals that the voltage measured is maximum at 11.00hours measuring a current of 0.8 Amps giving a power 

of 16.64 watts yielding an efficiency of 12.48. It was observed from the Table.2 that the minimum voltage measured at 
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14.00 Hours and at that time the current measured was 1.1amps and power was 22W and an efficiency of 16.5%.                  

The maximum efficiency yielded was at 13.30hours, when the voltage was 20.2 volts and a current of 1.2Amps, generating 

power of 24W yielding an efficiency of 18.18%. It was also observed that the peak current was obtained at 13.30 hours. 

The least efficiency and current were seen from 16.00 Hours onwards. The least observed efficiency was 9.27% at 17.00 

hours. The graph of current versus time is presented in Graph.3. It was observed from the graph that the current is 

maximum at 13.30 hours. Graph.4 represents the relationship between time and efficiency.  

Table 2: Experimentation Results for Solar Panels with Reflectors 

Time Voltage (V) Current (A) Power (W) Efficiency (%) 

11.00 20.8 0.8 16.64 12.48 

11.30 20.7 0.8 16.56 12.42 

12.00 20.5 1 20.5 15.37 

12.30 20.4 1.1 22.44 16.83 

13.00 20.3 1.1 22.33 16.74 

13.30 20.2 1.2 24.24 18.18 

14.00 20 1.1 22 16.5 

14.30 20.7 1 20.7 15.52 

15.00 20.7 0.8 16.56 12.42 

15.30 20.8 0.7 14.56 10.92 

16.00 20.6 0.7 14.04 10.53 

16.30 20.6 0.7 14.04 10.53 

17.00 20.6 0.6 12.36 9.27 

 

 

Graph 2: Efficiency vs Time for Solar Panels without Reflectors 

     

Graph 3: Current vs. Time for                 Graph 4: Efficiency vs Time for 

                           Solar Panels with Reflectors                     Solar Panels with Reflectors 
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              Graph 5: Comparison of the Output Power               Graph 6: Comparison of Solar PV Panel  

                        Without Efficiency with and Without Reflectors                              with and Reflectors 

After obtaining the results for power generation and efficiency for Solar PV panels with reflectors and without 

reflectors, a comparison was made and inferences were drawn. Comparisons of the output power is presented in Graph 5 

and comparison of efficiencies with and without reflectors are presented in Graph 6.  

It was observed from graph 5 that the maximum power generated is 16.328watts for solar panel without reflector, 

whereas with reflectors the maximum power generated was 24.24W. Table 1 and Table 2 indicate that the efficiency 

without reflectors was 2.24%, whereas with reflectors was 18.18%  

The above results clearly indicated that the power generation in Solar PV Panels has greatly increased by7.912W 

by interfacing reflectors to the solar panels. It also indicated the rise in efficiency by 5.94 % due to the introduction of 

reflectors.  

For solar PV panels, an increase in conversion efficiency even by 1% is a significant achievement, as a large 

number of panels are always connected for higher power generation. For a power generation of 10kW, on an average of 

100 solar panels are required.  Therefore it was clear that a small increase in efficiency would result in a significant 

increase when used for larger scale power generation.  

We compared the solar tracking system by the use of a solar cell with a fixed solar panel system and found that 

the efficiency of tracker-based solar tracking system was improved by 23%.  

CONCLUSIONS 

By using reflectors, it was observed that efficiency of solar panel increased by 8% for a fixed interval of time over 

a day. Also, a solar cell with the tracking system was more efficient than a fixed solar panel system. This system was found 

to be more efficient and cost-effective in the long run. From the results, it was found that, by automatic tracking system 

and reflectors, there was the improvement in efficiency when compared with a non-tracking system.  

REFERENCES 

1. Hossein Mousazadeh, “A review of principle and sun tracking methods of maximising solar system output,” Renewable and 

sustainable energy reviews, Elsevier, Pergamon vol 13(2009), pp1800-1818.  

2. Ahmed Abu Hanieh,” Solar Photovoltaic panels tracking system,” Advances in Dynamical systems and control, Birzeit univ., 

15January 2015, pp 30-37.  

3. Nader Barsoum, “Fabrication of dual –axis solar tracking controller project”, Intelligent control and automation,               

Vol 2, No 2, pp.265-273  



Performance Evaluation of Solar Tracking System with Reflectors                                                                                                        193 

 
www.tjprc.org                                                           SCOPUS Indexed Journal                                                                  editor@tjprc.org 

4. L. Kancevica et al, “Renewable Energy and Energy Efficiency” Proceedings of the international scientific conference, 

Jelgava- 2012.  

5. R. Condit and D. W. Jones, “Simple DC motor fundamentals,” Texas Instruments. Publication AN907, pp. 1 – 22, 2004.  

6. S. J. Hamilton, “Sun-tracking solar cell array system,” University of Queensland Department of Computer Science and 

Electrical Engineering, Bachelors Thesis, 1999.  

7. M. F. Khan and R. L. Ali, “Automatic sun tracking system,” presented at the Engineering Conference,  

8. Nader Barsoum, “Fabrication of Dual-Axis Solar Tracking Controller Project”, Curtin University, Sarawak, Malaysia, 

Intelligent Control and Automation, 2011, Vol2, pp. 57-68.  

9. Antonio L. Luque; Viacheslav M. Andreev ”Concentrator Photovoltaics”. Springer Verlag. (2007). 

10. David Cooke, "Single vs. Dual Axis Solar Tracking", Alternate Energy eMagazine, April 2011  

11. Prof. Pooja K. Chhatwani, Prof. Jayashree Somani, “Intelligent solar tracker system implemented on 8051 microcontroller”. 

International Journal of Engineering Trends and Technology, Vol.4, Issue 9, pp 4267-4271, Sep.2013  

12. http://www.nrel.gov/learning/re_photovoltaics.ht ml?print  

13. http://www.solar-facts.com/panels/paneltypes.php.  

14. S. P. Sukhatme, J. K. Nayak, “ Solar Energy- Principles of thermal collection and storage”, Third Edition, pp.1-460  

15. Optimal design of orientation of PV collector with reflectors (http:/www.sciencedirect.com/science/ 

article/pii/S0306261910000462)  

16. A. K. Saxena and V. Dutta, “A versatile microprocessor based controller for solar tracking,” in Proc. IEEE, 1990,               

pp. 1105 – 1109.  

17. T. A. Papalias and M. Wong, “Making sense of light sensors,” http://www.embedded.com, 2006. 

 





ISSN: 2229-6948(ONLINE)                                                                                     ICTACT JOURNAL ON COMMUNICATION TECHNOLOGY, DECEMBER 2018, VOLUME: 09, ISSUE: 04 

DOI: 10.21917/ijct.2018.0275 

1885 

A NEW CHANNEL ASSIGNMENT METHOD IN COGNITIVE RADIO SYSTEM 

C.P. Mallikarjuna Gowda1 and T. Vijayakumar2 

1Department of Telecommunication Engineering, B.M.S. Institute of Technology and Management, India  
2Department of Electronics and Communication Engineering, SJB Institute of Technology, India  

Abstract 

In this paper, a novel method to estimate the unsuccessful probability 

is proposed by combining the unnecessary probability and the blocking 

probability. The Unnecessary probability is the probability when the 

mobile node is unnecessarily handed over and the blocking probability 

is the one when the network is not able to assign the channel to the 

mobile now. A new design of new channel assignment method for 

cognitive radio system is presented. The first fit method and the random 

assignment methods are also implemented for the cognitive radio 

application as a baseline. The PU and SU call blocking are modeled for 

all the three methods. It is shown that advantages of first fit method 

and the random assignment methods are combined into the new 

method, namely, selective assignment method. Simulation are 

conducted for the various network parameters like number of channels, 

number of links, load on each link, percentage of the PU versus SU 

calls etc. It is shown that selective assignment method yields better 

results than that of the first fit method and the random assignment 

methods. Finally, the blocking probabilities are combined with the 

unnecessary handover probabilities of a three-node network to 

determine the unsuccessful handover probabilities of the first fit, 

random assignment and selective assignment methods. 

 

Keywords:  

Cognitive Radio, Random Assignment, First Fit Assignment, Selective 

Assignment, Unnecessary Probability, Blocking Probability, 

Unsuccessful Handover Probability 

1. INTRODUCTION 

Quality of service (QoS) is very important to ensure that the 

calls get transmitted from one point to other point. The QoS is not 

just necessary but it should be optimum enough to guarantee high 

throughput. The resources of the network should be effectively 

used with optimum QoS. The QoS can be optimized with the call 

arrival rate, call termination rate, holding time of the calls, 

blocking probability etc. In a cognitive radio world, there are 

licensed users and unlicensed users. The licensed users are known 

as Primary Users (PU) and the unlicensed users are known as 

Secondary Users (SU). In order to guarantee the interference free 

communication, the SU must not occupy the channels assigned 

for the PU. The Cognitive radio base station (CRBS) assigns the 

vacant channels to the PU and SU whenever the calls arrive. 

The SUs are allocated the channels meant for the PUs. While 

allocating the SU in the channels of PU, it requires dynamically 

detecting and identifying the channels that are not in use by the 

PU. While performing this task of dynamic detection, there is a 

considerable amount of energy consumption. Ahmed et al. [1] and 

Elias et al. [2], authors discussed a comprehensive survey on the 

state-of-the-art channel assignment algorithms and spectrum 

assignment in cognitive radio networks, respectively. Usman et 

al. [3] [4] demonstrated channel assignment models for high 

priority users in wireless cellular network. The increase in 

blocking probability of newly originated calls is the tradeoff in 

using these models, which leads to bad QoS. Zafer et al. [5] 

developed a blocking probability analysis for a multi-hop wireless 

line and grid networks. The authors focused on the effect of 

transmission radius of the nodes and dynamic channel assignment 

algorithm. Xiukui et al. [6] demonstrated that the PU and SU can 

coexist in a network and the SU can directly access the channels 

allocated for the PU. The calls of the PU are closely monitored by 

the SU. A prediction technique has been proposed by the authors 

to guess the arrival of PU. However, this model lacks the channel 

updating scheme. The optimum architecture for the CRBS is 

discussed in detail by the authors in ref [7]. Bajpai et al. [8], 

authors discussed a spectrum allocation scheme for a Cooperative 

Cognitive Radio Network (CCRN). The scheme involved leasing 

out of the spectrum reserved for the PU to SU. However, this work 

does not cover the spectrum sensing methods. 

Xiukui et al. [9] developed a prediction algorithm to predict 

the PU traffic and SU traffic. The prediction of the traffic was 

based on the spectrum sharing.  The accessibility of the channels 

meant for the PU was estimated in terms of the probability for the 

SU allocation. The methods developed in this work are 

computationally expensive and it was difficult to implement this 

scheme practically. Authors of another similar research work [10] 

also performed analysis and developed a predictive algorithm to 

estimate the PU traffic. Cooperative spectrum sharing by means 

of static cognitive radio nodes over different service providers 

have been proposed by Kaniezhil et al. [11]. Centralized channel 

allocation was discussed in detail in [12]-[15]. A mobile 

switching center allocates the channels to the calls in centralized 

channel allocation since only mobile switching center has the 

information about the channel usage information. Mobile 

switching center allocates the channels in such way that there 

would be no interference of the channels. Whenever, each cell 

releases or allocates channels, it immediately notifies the mobile 

switching center and hence the later has all the information about 

the status of channels in all the cells. However, the centralized 

channel allocation system suffers a drawback. It suffers from the 

single point failure and the whole network system comes to halt 

when the mobile switching center fails. This scheme is not only 

scalable, but also not reliable. 

The distributed channel allocation schemes [16]-[20] are more 

versatile and reliable than that of the centralized channel 

allocation schemes. There is no mobile switching center in the 

distributed channel allocation system and each cell has a base 

station to assign the channels. Each station takes the decision 

based on the local information and does not depend on the 

neighboring cells or base stations. However, the base station 

which allocates the channels, communicates with all other base 

stations about its decision so that the channel is not reserved or 

allocated by the other base stations. 

The channel allocation algorithms by the base station can be 

based on the first fit or random assignment. In this work, the 

drawbacks of the first fit and random assignment are discussed 
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and new selective assignment scheme is presented. The selective 

assignment method is designed to handle the calls of PU and SU. 

Based on the literature review conducted, it is observed that 

the channel assignment methods are first fit and random 

assignment both for PU and SUs for same sequence of channels. 

When a new PU arrives, if the channel is already occupied by a 

PU or SU, then it results in blocking. Same thing happens for SU 

as well. Hence the blocking probabilities are high with first fit and 

random assignment. In order to overcome this, a new channel 

assignment that treats PUs and SUs separately is required to be 

designed.  

Also, when a mobile node is transferred from one network to 

another network due to lack of enough bandwidth, if it results in 

unnecessary handover along with call blocking in the new 

network, then it is much more inefficient than being in the first 

network. Hence it is required to determine the total probabilities 

considering the unnecessary probability and blocking probability 

in a two or three network system, for example. An effort is made 

in this research work to determine the total unsuccessful 

probability considering both unnecessary handover probability 

and blocking probability for a three- network system. The 

literature for the methods to estimate the unnecessary handover 

can be found from [21]-[23]. 

In this paper, a new channel assignment method is proposed 

in order to reduce the blocking probabilities as low as possible. In 

the selective channel assignment, a window of channels can be 

reserved for the calls. Same window can be used both for PU and 

SU or separate windows can be reserved. When separate windows 

are reserved at two extreme ends of the channel sequence, the 

blocking probabilities are very least. When first fit or random 

assignment is used, the same channels will be allocated to the new 

PU or SU, but if they are occupied PU already then it results in 

blocking. In the new channel assignment method, the PU channels 

are reserved at one end of the sequence and the channels at the 

other end which are unused by PU, are reserved for the SUs. 

Hence the blocking probabilities are very less in such an 

arrangement. In this paper the selective channel assignment 

method is presented for different scenarios. Also, a method to 

estimate the total unsuccessful probability considering 

unnecessary handover probability and blocking probability is 

presented. 

In section 2, the probability equations derived and the channel 

selection methods first fit, random assignment and selective 

assignment methods are discussed in detail. Also, the probability 

equations are presented for the unnecessary handovers in a three-

node network. In section 3, the simulation results for various cases 

are presented. Finally, the conclusions are given in the last 

section.  

2. PROBABILITY MODEL 

Let the Markov chain be represented as M/M/∞. The arrival 

rate of the call is represented by  and termination rate by . The 

states of the process are defined by no calls, one call, two calls, or 

n calls. As per the Markov condition, the probability of entering 

into a state depends only on the previous last state, but not on the 

previous state states of the last state. If the present state of the 

system is Pi, then the probability of transition is from Pi to Pi+1. 

The state of any system is given by the Poisson distribution as: 

 ( , )
!

C
LL

P L C e
C

  (1) 

where, L is the load and the C is the number of channels in the 

system. The Poisson’s distribution is applicable for the number of 

calls being infinite, but practically, the number of channels is 

finite. If the N is the number of infinite calls and n is the number 

of finite calls then by approximating the Poisson’s distribution to 

finite number of calls, any call that is beyond n will not get service 

and assumed to be a NULL. Therefore, the Poisson’s distribution 

now become, 
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where, Pe(L,C) is known as the Erlangs probability density 

function. The blocking probability can be defined as: 
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A network has the channels and the links. The number of links 

and channels are finite in a network. Each link may be considered 

as the connection between one base stations to another base 

station. Each base station can assign a call to a particular 

frequency range or channel and the call gets transmitted from one 

base station to the target end base station, to which the receiving 

call is connected to.  In a cognitive radio networks, the type of 

calls can be primary or secondary. Hence each type of call can be 

through these channels and links. When the PU calls get the 

priority in transmission, SU calls also keep arriving at base station 

which must be given the secondary priority. Hence, when the PU 

calls are not scheduled, the SU are allocated in those channels and 

links. But as soon as the SU call is allocated, a PU call may arrive 

which leads to the blocking of the PU call. 

Let the arrival rate of the PU call is p and that of the secondary 

call is s similarly p and s are the termination rates of PU and 

SU respectively. Let the states are represented by xp and xs. 

 λp P0xs = P1xsμp (4) 

This can be written as  

 
1 0

p

xs xs

p

P P



  

 P1xs = ApP0xs  (5) 

Similarly, from second state to third state 

 1 2 2p xs xs pP P   (6) 

 xs
p

p

xs PP 02
2


  (7) 

 P2xs = ApP0xs (8) 

This can also be written as 

 

2

2 0
2!

p

xs xs

A
P P  (9) 

The generalized form of Eq.(9) is 
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Let 0sx  , then  
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Combining both Eq.(11) and Eq.(12),  
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Considering entire set of all the states, 
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The assignment of channels can be done in any of the two 

methods: 

• First fit method 

• Random assignment method 

In First fit method, when a PU call or SU call arrives, the first 

link of first channel is assigned with that call. The call will move 

forwards in the chain of links. When the next call arrives, again 

the first link of the first channel is assigned. In this method, the 

main disadvantage is the channels at the farther end of the 

sequence of the channels are unutilized.  

In the random assignment method, the channels are selected 

randomly; hence all the channels may get equal chance to service 

the calls. But there is a high chance that the calls get blocked since 

the calls are assigned randomly. There is a possibility that two 

consecutive calls may get assigned to the same channel. The 

advantage of using random assignment is all the channels are 

utilized uniformly. 

In this paper, a new method is proposed, to assign both 

primary calls and secondary calls in a wireless network, the 

advantages of both the above methods are leveraged. This method 

is known as selective approach method. The channels can be 

assigned randomly but at the specific window of channels in the 

sequence. For examples, when the channels near the start of the 

sequence is selected in the window as priority channels, it 

becomes equivalent to First fit method. The window can be 

chosen randomly at any location; hence it has the advantage like 

a random assignment method. The location of the window is the 

key in this method to achieve the best performance. More 

importantly, the two windows can be chosen as priority for PU 

and SU separately. This particular feature is absent in the first fit 

and random assignment methods.  

In some cases, the handover probabilities need to be 

considered along with the blocking probabilities for successful 

handover of the mobile unit. If the mobile units are handed over 

unnecessarily then if the calls get blocked, it results in a very 

severe situation and network will start losing its credibility. Hence 

before handing over, the unnecessary handovers are to be 

calculated so that risk can be estimated. In the present work, a 

three-node network simulated for the unnecessary handovers. 

Consider there are three networks A, B and C as shown in Fig.1. 

For mathematical purpose, it can be denoted as nodes n1, n2 and 

n3. Let the maximum number of channels in the network nodes 

are B1, B2 and B3. Let the occupied bandwidth in the network 

nodes can be denoted as b1, b2 and b3. Pnj/ni denotes the probability 

of mobile node moving from node ni to nj and Pni/ni denotes the 

probability of mobile node continue to stay in ni after a time 

interval D. The mobile node will be transferred from node n1 to n2 

when b2 – b1  L, where L is the minimum gap of number of 

channels that should be maintained to take the decision for 

handover. More details can be found about wrong decision 

probabilities in [22]. 

Hence, 

  2 1 2 1n nP P b b L   , 

  1 2 1 2n nP P b b L   , 

  3 2 3 2n nP P b b L   , 

  2 3 2 3n nP P b b L   , 

 3 1 3 1n nP P b b L   , and 

  3 31P P b b L    (15) 

 

Fig.1. Three-Node Network 

Unnecessary handover probability can be expressed as 
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where, ,i k  is the probability of occupied bandwidth k and i  is 

the traffic load in channel i. 
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The unsuccessful handover probability can be expressed as  

 unsuccessful blockingP UHP P   (24) 

The blocking probabilities are estimated based on the type of 

channel allocation method, i.e. first fit, random assignment or 

selective assignment. 

3. SIMULATION RESULTS 

In this section, simulation results are presented for algorithms 

based on first fit, random assignment and selective assignment 

methods for primary unit’s allocation and secondary unit’s 

allocation. In the first part only two existing methods, namely, 

first fit, random assignment is verified for performance. The 

models are simulated for a tandem - networks that has the 10 

nodes, 10 channels with 3 Erlangs of load per link and 20 nodes, 

11 channels with 5 Erlangs of load per link. In both the cases, the 

number of PU calls are 80% of the total calls received. That 

means, for 2000 iterations, there are 2000 calls received, of which 

1600 calls are PU calls and the remaining 400 calls are SU calls. 

 

Fig.2. Blocking Probability of First Fit and Random Distribution 

for a load 3 Erlangs per link and with 10 Channels, 10 Links 

(nodes) and 2000 iterations 

The Fig.2 shows the blocking probability of the PU and SU 

assignment with first fit and random assignments. The network 

has 10 Channels, 10 links and there was a load of 3 Erlangs per 

link. It can be concluded from Fig.2 that the random assignment 

has higher blocking probability than that of the first fit method 

both for the PU and SU. However, the problem with first fit 

method is, the channels in the tail end of the frequencies are not 

utilized to its capacity. There is always more utilization on the 

channels near the head end of the sequence of channels. 

 

Fig.3. Frequency of channel usage by First Fit, Random 

Distribution for a load 3 Erlangs per link and with 10 Channels, 

10 Links (nodes) and 2000 iterations 

It can be observed from Fig.3 that with first fit method, 

channel 1 is used 485 times for assignment and Channel 2 is used 

450 times, whereas the channels 7, 8, 9 and 10 are used less than 

100 times. In case of the random assignment, all channels are used 

approximately 200 times, but the blocking probabilities are high 

as shown in Fig.2, i.e. 61% for PU and 16% for SU. In case for 

First fit, it is 3% and 1.5% respectively for PU and SU. 
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Fig.4. Blocking Probability of First Fit and Random Distribution 

for a load 5 Erlangs per link and with 20 Link (nodes), 11 

Channels and 2000 iterations 

When the load is increased to 5 Erlangs per link in a 20 links 

and 11 channel networks, the blocking probabilities are very high 

with 80% for PU and 20% for SU, as shown in Fig.4, when the 

random assignment was used. In case of first fit assignment, it is 

50% for PU and 13% for SU. The increase in the blocking 

probabilities can be attributed to the high load on each link. The 

frequency distribution of channel assignment is provided in the 

Fig.5. 

 

Fig.5. Frequency of channel usage by First Fit, Random 

Distribution for a load 5 Erlangs per link and with 20 Links 

(nodes), 11 Channels and 2000 iterations 

As a next step, a selective assignment method has been 

developed as part of this research work. In this method, the 

channels are not selected based on the sequence, but based on the 

priority set. For example, the channels in the middle are given 

priority while assigning the calls or the channels at the end may be 

given the preference. This flexibility is not possible when the first 

fit method is used. The random assignment method does not have 

the flexibility to give the priority either at the beginning of the 

sequence or at any desired location. Hence the proposed selective 

assignment method has the advantage of the random assignment 

and the priority assignment similar to first fit method. Hence the 

selective assignment method may be treated as a combined method 

of first fit method and the random assignment method.  

 

Fig.6. Blocking Probability of First Fit, Random Distribution 

and Selective Assignment methods for a load 8 Erlangs per link 

and with 15 Links (nodes), 10 Channels and 2000 iterations 

The Fig.6 shows the blocking probability for the First Fit, 

Random Distribution and Selective Assignment methods with 

priority near the start of the channel sequence for a load 8 Erlangs 

per link and with 15 Links (nodes), 10 Channels and 2000 

iterations. The simulations are performed both for PU and SU. Of 

the total 2000 calls, 80% of the calls are PU and the remaining 

20% are SUs. It can be observed from the Fig.6 that selective 

assignment methods have better blocking probability than the first 

fit or random assignment. For example, at link 2, selective 

assignment has 32% blocking probability for PU, random 

assignment has 39% and first fit has 34%. After link 4, random 

assignment and selective assignment both have almost similar 

blocking probabilities. In case of SUs, the blocking probabilities 

are better in case of selective assignments up to the link 5. Since 

the number of SU calls are less than that of the PU calls, the 

blocking probabilities are much lower in case of SUs for all the 

three methods of assignment. 

 

Fig.7. Frequency of channel usage by First Fit, Random 

Distribution and Selective Assignment methods for a load 8 

Erlangs per link and with 15 Links (nodes), 10 Channels and 

2000 iterations 



C P MALLIKARJUNA GOWDA AND T VIJAYAKUMAR: A NEW CHANNEL ASSIGNMENT METHOD IN COGNITIVE RADIO SYSTEM 

1890 

From Fig.7, it can be observed that the number of times 

channels near the start of the sequence is random up to channel 5 

and then the frequency of channel usage is similar to first fit 

assignment. In both these cases, the cannels were not properly 

used. 

 

Fig.8. Blocking Probability of First Fit, Random Distribution 

and Selective Assignment methods for a load 15 Erlangs per link 

and with 20 Links (nodes), 50 Channels and 2000 iterations 

The Fig.8 shows the blocking probability for the First Fit, 

Random Distribution and Selective Assignment methods with 

priority at the middle of the sequence of channels for a load 15 

Erlangs per link and with 20 Links (nodes), 50 Channels and 2000 

iterations. The Selective assignment and first fit methods both 

yielded almost zero blocking probability. This zero blocking 

probability was due to the reason that there are 50 channels 

available to accommodate 2000 calls. This is true both in cases of 

PU and SU. 

 

Fig.9. Frequency of channel usage by First Fit, Random 

Distribution and Selective Assignment methods for a load 15 

Erlangs per link and with 20 Links (nodes), 50 Channels and 

2000 iterations 

The Fig.9 shows an interesting plot about the distribution of 

the utilization of the channels by the selective assignment. Since 

the method has the flexibility to provide priority to any window, 

in this simulation, the channels at the middle of the sequence were 

given priority both for PU and SU. The frequency of utilization is 

high near channel 25. 

 

Fig.10. Frequency of channel usage by First Fit, Random 

Distribution and Selective Assignment methods for a load 8 

Erlangs per link and with 15 Links (nodes), 10 Channels and 

8000 iterations 

An interesting feature of the proposed method can be observed 

in Fig.10, where the channels near the beginning of the sequences 

are reserved for the PUs and the channels near the end of the 

sequence are reserved for the SUs in case of selective assignment 

method. With this approach, the blocking probabilities can be 

significantly reduced in case of the selective assignment method. 

The feature of assigning different priority channels is not possible 

in case of first fit assignment and the random assignment method.  

 

Fig.11. Blocking Probability of First Fit, Random Distribution 

and Selective Assignment methods for a load 8 Erlangs per link 

and with 15 Links (nodes), 10 Channels and 8000 iterations 

In yet another simulation with the priority given near the start 

of the sequence for PU and the near the end of the sequence for 

SU, with equal probabilities of arrival of PU and SUs, the Fig.11 

shows that there is significant improvement in the blocking 

probability for the selective assignment method. The reason 

behind the significant improvement is in case of first fit and the 

random assignment methods, the same set of channels are 
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repeated channels both for PU and SU. With selective assignment 

method, the PU and SU can be reserved with a set of channels and 

hence there is significant reduction in the blocking probability. 

The blocking probability is maximum when the reserved channels 

in the selective channels are as distant apart as possible between 

PUs and SUs. 

 

Fig.12. Unnecessary Handover Probability vs. number of 

occupied channels for B1 = 15, B2 = 15 and B3 = 15. 

From Fig.12, the UHP for different decision times can be read 

and it can be used along with the blocking probabilities of Fig.10 

to determine the unsuccessful probability of handover of first fit, 

random assignment and selective assignment methods. 

4. CONCLUSIONS 

In this work, the channel assignment algorithms are 

implemented in MATLAB. The summary of results is presented 

in Table.1. The first fit method and random assignment method 

are used to estimate the blocking probabilities. The First fit 

method yielded lower blocking probabilities than the random 

assignment method, however random assignment method has the 

advantage of the utilizing all the channels randomly and 

efficiently. The advantages of the first fit method and random 

assignment are combined and a new assignment method, namely 

selective assignment is proposed. In this method, a window for 

selective channels for maximum assignment is randomly selected. 

The window can be selected anywhere in the sequence of the 

channels. Also when this assignment is applied to PU and SU 

together, the first fit and random and selective assignment 

methods will repeatedly use the same channels or channels in the 

same window for assignment. As future work, total unsuccessful 

probabilities need to be estimated when a PU gets blocked in the 

window reserved for PU, it can be assigned in the window of SU 

so that blocking probabilities can further be reduced for PUs. 

Hence the first fit method and selective assignment methods 

yielded almost same blocking probability. However, in selective 

assignment method, there is a flexibility to choose multiple 

windows separately for PU and SU. It is shown in the results that 

as the distance between the window of PU and window of SU 

increases, the blocking probabilities become much better than the 

first fit and random assignment. When the distance is maximum, 

the blocking probability drops by 50% in case of selective 

assignment method. Hence, the selective assignment proposed in 

this paper is more efficient than that of the first fit and the random 

assignment methods. The blocking probabilities are combined 

with the unnecessary handover probabilities to determine the 

unsuccessful handover probabilities of the first fit, random 

assignment and selective assignment methods. 

Table.1. Summary of all Simulations 

Number of 

Channels 

Number of 

Nodes 

Load in 

Erlangs 
Ref 

Best 

Assignment 

method 

10 10 3 Fig.2 First Fit 

11 20 5 Fig.4 First Fit 

10 15 8 Fig.6 

Selective 

Assignment 

and First Fit 

50 20 15 Fig.8 
Selective 

Assignment 

10 15 8 Fig.11 
Selective 

Assignment 
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Abstract 
 
Image compression is a technique to reduce the image file size without affecting the visual quality considerably. In this paper a new technique to 
compress an image based on the Three-Dimensional Discrete Cosine Transform(3D DCT) is presented. In this method the input image is first 
partitioned into N sub images and are grouped together to form an N×N×N data cube. Each data cube is transformed using 3D DCT, and 
quantized. The resulting coefficients are zigzag scanned and entropy encoded to get the compressed image. In decompression the subimages are 
first reconstructed by applying the inverse operations in the reverse order. The full size image is then obtained by concatenating the 
reconstructed subimages. The new algorithm is tested on different images for various block sizes. The quality parameters are evaluated in each 
case. The results for the same are presented and analyzed in this paper. 
 
Keywords— Compression, 2D-DCT, 3D-DCT, MAD, .MSE, PSNR, CR. 

 

1. Introduction  

In today’s world enormous amount of images are being transferred 
over internet, mobiles, computers, hd tv’s, tablets etc,. Generally 
large number of bits is required to represent the images. It is 
impractical to store or transfer the images, without reducing their 
size as it increases the storage requirements, communication 
bandwidth and hence cost. This has increased the need to develop 
techniques to store and transmit the data efficiently.  
 
The basic objective of image compression is to reduce the 
redundancies in image representation with acceptable 
reconstructed image quality. This not only minimizes the memory 
requirements, but also reduces the cost of communication. Also 
reduction in the memory requirements results in storage of more 
data in less space and hence increases the communication 
bandwidth [1].  
 
Image compression basically aims at reduction of redundant and 
irrelevant information in the image. The redundancy reduction is 
achieved by removing duplication from the input image. The 
irrelevancy reduction removes those details of the input image for 
which the Human Visual System (HVS) is insensitive, that is the 
distortion introduced does not affect the visual perception [2]. As 
a result, some difference in the regenerated pixel values may be 
allowed as the HVS will not find any noticeable difference 
between original and the reconstructed images [3]. 
 
The performance of Discrete Cosine Transform (DCT) is very 
close to that of statistically optimal Karhunen-Loeve transform[4], 

and hence it has been used as a kernel in many standards like 
JPEG (e.g., [5], [6]) for compression of still images, MPEG-1 [7], 
MPEG-2 [8] and H.263 [9] for video coding, CCITT H.261 (also 
known as Px64), for video compression (video telephony and 
teleconferencing) [10]. Because of this a number of applications 
use it for image compression, speech processing, feature 
extraction etc[11]. 
 
The main steps in image compression are transformation, 
quantization and encoding. Quantization and encoding processes 
play a significant role in reducing the size of an image.  
 
Even though several compression algorithms are developed based 
on 2D DCT or a combination of 2D DCT with other 
transformations (Hybrid techniques), similar attention has not 
been paid for compressing an image using 3D DCT. The extension 
of 2D DCT to 3D DCT has some implicit advantages like high 
compression rates for homogeneous video sequences and 
symmetric codec structure [12]. In 1976, J. A. Roeseet al. used the 
three dimensional DCT for the first time, into inter frame 
transform image coding. The complexity of computation restricted 
3D DCT for theoretical analysis only [11]. It can be found from 
the recent literature that many new algorithms have been 
developed for the fast calculation of 3D DCT to compress motion 
picture (video) [15-19]. This has given rise to many 3D sequential 
applications based on the 3D-DCT. 
 
In this paper a new technique to compress a still image using 3D 
DCT has been presented. The performance of the new algorithm 
has been compared to the JPEG compression scheme based on 2D 
DCT in our previous work [20].In the present work the 
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experimental results for a sample image to demonstrate the effects 
of various block sizes on the quality of the reconstructed image 
are presented and analyzed. 

2. New Algorithm To Compress An Image 
Using 3d Dct  

The proposed image compression algorithm uses 3D DCT for 
compressing a 2D image. The block diagram is shown in Fig.1. An 
input image of size M×N is first partitioned into N sub images of 
equal size. Each of these sub images should have the  
 

 
Fig.1 Compression process based on 3D-DCT 

 

 
 
 

 
 

Fig. 3 Decompression process based on 3D-DCT 

number of pixels that are multiples of N along the rows and 
columns. To achieve this condition the image is initially appended 
with zeros at the ends. Then the 3D data is formed by arranging the 
N sub images in a sequential order similar to a video sequence as 
shown in Fig.2. Then N blocks of size N×N are picked from each 
sub image to form a 3D data cube of size N× N ×N as shown in 
Fig.3. 
 
These 3D data cubes are transformed using 3D-DCT. The 
transformed data cube is quantized, scanned in a 2-D zig-zag 
pattern and entropy coded to get the compressed image. In 
decompression, all the processes are inverted and applied in 
reverse order to get the reconstructed image as shown in Fig.4. 

A 3D Discrete Cosine Transform 

The forward 3D DCT of an N×N×N image block f(x,y,z) is 
evaluated from (1) given below- 
 
C(u,v,w)=αଵ(u)αଶ(v) αଷ(w) 

   fሺx, y, zሻ cos ቈ
πሺ2x  1ሻu

2Nଵ


ଷିଵ

ୀ

ଶିଵ

୷ୀ

ଵିଵ

୶ୀ

 

cos ቈ
πሺ2y  1ሻv

2N
 	 ∙ cos 

πሺ2z  1ሻw
2N

൨	, 

0≤u≤N-1, 0≤v≤N-1, 0≤w≤N-1, αሺ0ሻ ൌ 	ට
ଵ


	and	αሺiሻ ൌ 	ට

ଶ


, i ൌ

1,2, . . N െ 1	(1) 
 
The ሺu, v, wሻ entries of the transformed image are calculated from 
the elements of the input image matrix. 

The Inverse Transform 3D-IDCT is calculated from (2) – 
 

fሺx, y, zሻ ൌ    αሺuሻαሺvሻαሺwሻCሺu, v, wሻ
ିଵ
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ିଵ

୴ୀ

ିଵ

୳ୀ

∙ 
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ሺଶ୶ାଵሻ୳

ଶ
ቃ ∙ cos ቂ

ሺଶ୷ାଵሻ୴

ଶ
ቃ.	cos ቂ

ሺଶାଵሻ୵

ଶ
ቃ 

0≤x≤N-1, 0≤y≤N-1, 0≤z≤N-1 and αሺ0ሻ ൌ 	ටଵ


 ,  

	αሺiሻ ൌ 	ට
ଶ


	i ൌ 1,2, . . N െ 1. (2) 

 
The literature on the distribution of coefficients of 3D-DCT and 
their dynamic range for the compression of sequential images 
from video based on 3D DCT show that the DC coefficients range 
from several hundred to several thousands, whereas the magnitude 
of AC coefficients is much smaller and most of them are close to 
zero. Only in the case of busy scenes larger AC coefficients result. 
Thus the energy of AC coefficients is very less for the entire 3D-
DCT cube compared to the DC coefficient [12-14].  

B Quantization 

This is a major process in achieving the compression because it 
involves the division of the transform coefficients by a constant 
and this reduces their magnitude. The smaller coefficients require 
lesser bits for their representation. Since the coefficients with very 
small magnitudes are rounded off to zeros after quantization, these 
cannot be restored by any technique; this step introduces some 
loss of information in the reconstructed image. The selection of 
quantization matrix plays a major role in deciding the quality and 
the compression rate to be attained. Thus it is very important to 
select a proper quantization matrix for any lossy compression 
scheme using transforms.  
 
For a 2D DCT based image compression, a standard quantization 
table has been developed in JPEG compression and other related 
standards, but for 3D DCT based compression schemes, such 
standard table is not available. The 3D DCT when applied on a 
data cube gives a volume of coefficients. Thus the standard tables 
developed for 2D DCT based compression schemes may not be 
appropriate to use in the compression schemes using 3D DCT. 
Hence it is necessary to use a general quantization volume for 3D 
DCT compression. The quantization matrix design has to be based 
on the parameters like- The distribution of AC and DC 
coefficients resulting from subjective and qualitative experiments 
for some standard test data cube and the matrix elements must 
have small values at low frequencies and large values at high 
frequencies. Raymond K.W,Chan and M.C.Lee[12] have 
introduced a general formula to obtain optimum 3D quantization 
matrix for the 3D DCT given by (3). As in our work a still image 
is to be compressed using the 3D DCT, the same function for 
quantization has been selected.  
 

Qሺu, v,wሻ ൌ ൝
A୧ ቀ1 െ

ୣషಊሺ౫౬౭ሻ

ୣషಊ
ቁ 	for	fሺu, v, wሻ  C

A൫1 െ eିஒబሺ୳୴୵ሻ൯	for	fሺu, v, wሻ  ܥ
  (3) 

 
Each transformed coefficient is divided by the corresponding 
element of the quantization matrix. The result of this division is 
rounded off to complete the quantization step as given by (4). 

Dሺu, v,wሻ ൌ round	 ቂ
େሺ୳,୴,୵ሻ

୕ሺ୳,୴,୵ሻ
ቃ (4)  

 
Here D(u,v,w) denote the quantized coefficients, Q(u,v,w) 
represent the elements of quantization matrix and C(u,v,w) 
represent the 3D DCT coefficients obtained after applying 3D 
DCT. 
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C Entropy Coding 

The DC and AC coefficients are separated and then entropy 
coded. Entropy coding technique is a lossless method of 
compressing the data. That is the recovered data is identical to the 
original. In this technique the symbols with greater probability of 
occurrence are assigned with shorter code words and the symbols 
that occur with less probability are assigned longer code words. 
The example for entropy coding is the Huffman’s encoding 
procedure.The scanning order should be in accordance with the 
order of quantization value from small to large and then Run 
Length Encoded. Hence a “zig-zag” scanning order is 
incorporated. This is also called diagonal scanning. 
 

D Decompression 

Image cube is reconstructed by first decoding the Run Length 
coded sequence and restoring it in a matrix form. This matrix is 
then dequantized by multiplying each value of D by the 
corresponding value from the quantization matrix Q as given by 
(5). 
 
Rሺu, v,wሻ ൌ Qሺu, v,wሻ	X	Dሺu, v,wሻ  
 
The Inverse Discrete Cosine Transform (3D IDCT) is then applied 
to matrix R. The 3D IDCT transform convert the data from 
frequency domain to spatial domain. These steps are repeated on 
each data cube to complete the image compression and 
decompression. 

3. Experimental Results And Discussions 

The new algorithm developed has been applied on different 
images of varied dimensions and content for different data cube 
sizes. The results for a sample input image of size 160 x 120 are 
shown in this section. Fig.5. shows the input image considered. 
Fig.6 shows the partitioning of the input image into sub images for 
N=4. 
 

 
 

Fig. 5 Input Image 

 

 
 

Fig. 6 Partitioning of input image into sub images 

Fig.7. shows reconstructed sub sub-images after compression  
 

 
 

Fig. 7 Reconstructed Sub images 

Fig.8 shows the reconstructed image obtained by concatenating 
the sub images. 
 

 
Fig. 8 Reconstructed Image 

Various quality measures are calculated such as Mean Absolute 
Deviation (MAD), Mean Square Error (MSE), PSNR, 
Compression Ratio(CR) from equations (6) to (9)respectively and 
execution time.  
 

MAD ൌ ଵ


∑ ∑ ∑ ሾf′ሺi, j, kሻ െ fሺi, j, kሻሿ୮ିଵ

୩ୀ
ିଵ
୨ୀ

ିଵ
୧ୀ  (6)  
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MSE ൌ
ଵ


∑ ∑ ∑ ሾf′ሺi, j, kሻ െ fሺi, j, kሻሿଶିଵ

ୀ
ିଵ
୨ୀ

ିଵ
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In equations ”(6)” and “(7)”, f ᇱሺi, j, kሻ is the reconstructed image, 
fሺi, j, kሻ is the original input image; M and N are the number of 
pixels along rows and columns of the image respectively. P is 
number of frames (Here P=3 as there are 3 planes R, G and B) 
respectively. 
 

PSNR = 10log10ቀ
ଶହହൈଶହହ

ୗ
ቁ dB (8) 

Compression Ratio (CR) =
ௌ௭		௧		

ௌ௭		௧	௦௦ௗ	
 (9) 

 
Table.1.lists various quality measures calculated for the different 
block sizes. 
 

Table.1 Quality measures for different block sizes 
 

 
Lily 

MAD MSE PSNR CR 
Execution 
time in 
seconds 

N=4 10.6012 71.8864 29.5643 1.87128 2.937857 

N=8 10.6111 74.0051 29.4382 2.54349 3.147991 

N=16 11.6878 77.1145 29.2594 4.49648 13.020991 

  
Fig. 9 Shows the graph of MAD for different block sizes. 
 

 
 

Fig. 9 Graph of MAD versus block size 

From the graph it can be observed that Mean Absolute Deviation 
which is a measure of distortion in the reconstructed image 
increases with increase in the block size. 
 
Fig. 10 shows the graph of MSE for different block sizes. 
 

 
 

Fig. 10 Graph of MSE versus block size 

From the graph, it is observed that if the block size is increased 
then the MSE also increases. That is quality of the reconstructed 
image reduces as the block size increases. 
 
Fig.11 shows the graph of PSNR for different block sizes. 
 

 
 

Fig. 11 Graph of PSNR versus block size 

From the graph it is clear that the PSNR value reduces with 
increase in the block size. The result is that the quality of the 
reconstructed image has reduced but not significantly.  
 
Fig.12 shows the graph of CR for different block sizes. 
 

 
Fig. 12 Graph of CR versus block size 

It is clear from the graph that the compression ratio for N=16 is 
more than double as compared to N=4.  
 
Fig.13 shows the graph of elapsed time versus block size. 
 

 
 

Fig. 13 Graph of Elapsed Time versus block size 

 The time of execution increases with the increase in block size 
drastically. This is due to increase in the number of computations 
for large N values. 

4. Conclusions 

In general, 2D DCT is used for compressing a still image and 3D 
DCT to compress a sequence of images. In this research work, an 
image is compressed using 3D DCT. In this technique, the image is 
first divided into N sub images. The data cubes of size N×N×N is 
formed by selecting N× N blocks from the N sub images. Each data 
cube is then 3D DCT transformed, quantized and encoded. In the 
decompression process after 3D IDCT, the reconstructed sub 
images are concatenated to get the full size original input image. 
This algorithm is tested for different block sizes like N=4,8 and 16 
and in each case the quality metrics like MAD, MSE, PSNR,CR 
and elapsed time are computed. It is found that as the data block 
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size increases the MAD and MSE values increase which results in 
reduced PSNR value. Also the elapsed time increases as the block 
size increases. This is because, as the data block size increases, the 
number of computations also increases drastically. 
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Abstract 

Adder is the most important arithmetic block that is used in all 

processors. Most of the logical circuits till today were designed using 

Metal Oxide Semiconductor Field Effect Transistors (MOSFET’s). In 

order to reduce chip area, leakage power and to increase switching 

speed, MOSFET’s were continuously scaled down. Further scaling 

below 45nm, MOSFET’s suffers from Short Channel Effects (SCE’s) 

which leads to degraded performance of the device. Here the 

Performance of 28T and 16T MOSFET based 1-bit full adder cell is 

characterized and compared with FinFET based 28T and 16T 1-bit full 

adders at various technology nodes using HSPICE software. Results 

show that FinFET based full adder design gives better performance in 

terms of speed, power and reliability compared to MOSFET based full 

adder designs. Hence FinFET are promising candidates and better 

replacement for MOSFET. 

 

Keywords: 

Adder, MOSFET, FinFET, CMOS, Pass Transistor Logic 

1. INTRODUCTION 

Today there is a huge demand for portable applications such 

as laptops, iPhones etc. with limited amount of power availability, 

requiring minimum area and high switching speed circuitry [1]. 

Therefore, circuits which provide low power consumption and 

high switching speed becomes the major candidates for design of 

microprocessor and other subsystems [2]. Addition is a basic 

arithmetic operation and is used in most of the VLSI subsystems 

like application specific DSP architectures and microprocessors 

[9]. Therefore 1-bit Full Adder cell is the most important and 

basic block of arithmetic logic unit in digital systems. 

In low power VLSI systems, Metal Oxide Semiconductor field 

effect Transistors (MOSFET’s) are the basic transistors used in 

most of the digital circuits. Continuous scaling of MOSFET’s has 

resulted in better performance of the device parameters such size, 

delay and power. Further scaling of MOSFETs below 45nm node 

technology leads to short channel effects (SCE’s), which modifies 

the device characteristics. The major SCE’s includes 

• Drain Induced Barrier Lowering. 

• Velocity saturation. 

• Hot electrons effect. 

• Channel length modulation. 

• Oxide breakdown. 

 To avoid these effects as well as to improve the switching 

speed ad to reduce the power requirements, MOSFET’s were 

replaced by FINFET’s in design circuitry [5] [6]. FINFET’s are 

multiple gate devices. These multiple gates provide better control 

over the channel and hence reduce the short channel effects [6]. 

FINFET based adder in general shows an average of 94% drop in 

delay, 97% decrease in power dissipation over the conventional 

MOSFETs [7] [8]. 

2. FINFET TECHNOLOGY 

FINFET known as Fin Field Effect Transistors non-planar or 

3D transistor used to design modern processor. The main 

characteristics of FINFET is that it has a conducting channel 

wrapped by a thin silicon “fin” and hence the name FINFET. The 

thickness of the fin determines the effective channel length of the 

device. This wrap around gate structure provides better electrical 

control over the channel and this helps in reducing the leakage 

current and overcoming other short channel effects. This fin 

allows multiple gates to operate on single transistor. The multiple 

gates of FINFET extend Moore’s Law which allows the 

semiconductor manufacturers to create microprocessor subsystem 

and memory modules that provides faster performances, less 

energy consumption and reduction in space complexity. 

 

Fig.1. FinFET Structure [7] 

The Fig.1 shows a FinFET structure. It has four terminals and 

it consists of source, drain and channel wrapped by multiple gates. 

Here we consider two gates FinFET structure namely front gate 

and back gate. FinFET can substitute in place of MOSFET by 

merely shorting the front and back gates together during device 

fabrication and allow FinFET work as single gate device.  

3. 1-BIT FULL ADDER CELL 

The operation of 1-bit full adder cell includes three inputs A, 

B, Cin using which outputs sum and carry are calculated. 

Sum = A  B  Cin 

Cout = AB + Cin (A  B) 

In this paper, a 1-bit full adder is implemented using both 

CMOS and FINFET technology. The full adder circuitry has been 

designed using different logic styles: 

• Conventional CMOS logic style. 

• Complementary pass transistor logic and transmission gates 

logic. 
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Fig.2. Basic Adder Circuit [9] [10] 

Table.1. Full Adder Truth Table [9] [10] 

A B Cin Sum Cout 

0 0 0 0 0 

0 0 1 1 0 

0 1 0 1 0 

0 1 1 0 1 

1 0 0 1 0 

1 0 1 0 1 

1 1 0 0 1 

1 1 1 1 1 

4. MOSFET BASED FULL ADDER 

The device parameters considered are based on predictive 

Technology Model (PTM) for developing a spice model and then 

simulating using HSPICE tool. The parameters are considered 

with respect to PTM as shown in the Table.2. 

Table.2. Design considerations 

Parameter 
90nm  

MOSFET 

45nm 

MOSFET 

Gate Length (Lg) 90nm 45nm 

Supply Voltage 1.5V 1.2V 

 

Fig.3. Hspice user interface and integration 

The Fig.3 shows HSPICE user interface and integration, the 

netlist written for a particular circuit model is characterized via 

the Hspice user interface and the software is powerfully integrated 

to find the errors and produce the output results in accurate 

manner. 

4.1 28T CONVENTIONAL CMOS FULL ADDER 

This CMOS full adder consists of both PMOS and NMOS in 

the form of pull-up and pull- down network. The Fig.4 shows the 

schematic diagram of 28T conventional CMOS full adder cell. 

 

Fig.4. 28T conventional CMOS full adder 

Output waveform of 28T full adder cell is as shown in Fig.5. 

 

Fig.5. Output waveform at 90nm 

In Fig.5, A, B and Cin are inputs to the adder circuit and Vsum 

and Cout are the sum and carry outputs respectively. The switching 

delay in generating sum and carry out along with power are 

calculated and tabulated in the Table.3. Same procedure is applied 

to all the node technologies evaluated using MOSFET and 

FinFET devices. 

 

Fig.6. Output waveform at 45nm 

Table.3. Results of 28T full adder cell 

A 

B 

Cin 

VCout 

Vsum 

A 

B 

Cin 

VCout 

Vsum 
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Node 
Average 

Power (W) 

Maximum 

Power (W) 

Sum 

Delay (s) 

Carry 

Delay (s) 

250nm 23.6828µ 1.7951m 211.7751p 136.2695p 

180nm 6.5605µ 557.1307µ 176.1207p 112.5616p 

90nm 1.1997µ 158.9428µ 66.3052p 45.6138p 

45nm 27.3311m 27.4380m Failed Failed 

From the Table.3, it is clear that performance of MOSFET 

based full adder in terms of the power and delay values are 

obtained and it can be concluded that there is an increase in the 

power and delay values of MOSFET based Full Adder at 45nm 

node and below due to short channel effect faced by MOSFET 

devices. 

4.2 16T MOSFET FULL ADDER  

In order to reduce the number of transistors and to obtain 

optimum results, 16T full adder is designed and simulated using 

complementary pass transistors and transmission gates. The 

simulation is done in HSPICE tool. The Fig.7 shows the design of 

16T MOSFET full adder cell. 

 

Fig.7. 16T MOSFET full adder cell 

 

Fig.8. Output waveform at 90nm 

 

Fig.9. Output waveform at 45nm 

Table.4. Results of 16T full adder cell 

Node 
Average 

Power (W) 

Maximum 

Power (W) 

Sum 

delay (s) 

Carry 

delay (s) 

250nm 17.0502µ 1.9958m 23.6453p 3.6746p 

180nm 3.6266µ 548.9434µ 21.5174p 3.2325p 

90nm 2.1733µ 195.1429µ 15.0140p 2.6017p 

45nm 1.8895µ 90.9523µ 3.5366p 1.2495p 

The Table.4 contains the power and delay values for MOSFET 

based full adder. It is observed that there is an increase in the 

power and delay values of MOSFET based Full Adder at lower 

nodes due to short channel effect faced by MOSFET devices. 

5. FINFET BASED FULL ADDER 

 To overcome the scaling issue faced by MOSFET, full adder 

cell is designed using FINFET. The FinFET allows further scaling 

up to 14nm. 

Table.5. Design considerations 

Parameter 22nm FinFET 14nm FinFET 

Gate length (Lg) 22nm 14nm 

Supply voltage 0.9V 0.8V 

Fin height (hfin) 23nm 30nm 

Fin width (tfin) 10nm 10nm 

5.1 28T FINFET FULL ADDER 

This full adder cell consists of both nFET and pFET to replace 

the complementary CMOS logic. The Fig.10 gives the schematic 

diagram of 28T FinFET full adder cell. 

 

Fig.10. 28T FinFET full adder cell 
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The output waveforms of 28T full adder cell is as shown in 

Fig.11 and Fig.12. 

 

Fig.11. Output waveform at 22nm 

 

Fig.12. Output waveform at 14nm 

Table.6. Results of 28T FinFET full adder cell 

Node 
Average 

Power (W) 

Maximum 

power (W) 

Sum 

delay (s) 

Carry 

delay (s) 

22nm 62.147n 26.768µ 25.489p 15.966p 

14nm 32.242n 25.230µ 13.944p 9.7921p 

From the simulated results of Table.5 contains the power and 

delay values for 28T FinFET based Full Adder it can concluded 

that FinFET is a better replacement for MOSFET devices. 

5.2 16T FINFET FULL ADDER 

Similar to Fig.13 with 28T FinFET full adder cell, a schematic 

diagram of 16T FinFET based full adder cell can be drawn and 

characterized at 22nm and 14nm technology nodes as observed in 

following waveforms. The output waveforms of 16T full adder 

cell are as shown in Fig.13 and Fig.14. 

 

Fig.13. Output waveform at 22nm 

 

Fig.14. Output waveform at 14nm 

Table.7. Results of 16T FinFET full adder cell 

Node 
Average 

Power (W) 

Maximum 

Power (W) 

Sum 

delay (s) 

Carry 

delay (s) 

22nm 35.012n 20.056µ 10.503p 2.089p 

14nm 19.721n 10.426µ 8.942p 2.069p 

6. RESULTS AND DISCUSSIONS 

 The spice models of MOSFET based full adders are created 

for 28T and 16T at 90nm and 45nm and are simulated using 

HSPICE. The simulation waveforms are viewed using 

Avanwaves. The comparison of the results between 28T and 16T 

MOSFET based full adder cell is as shown in Table.8. 

Table.8. Comparison of MOSFET based full adder at 90nm 

No. of 

transistors 

Average 

power (W) 

Maximum 

Power 

Sum 

delay 

Carry 

delay (s) 

28T 1.199µ 158.942µ 63.382p 42.161p 

16T 1.185µ 93.037µ 13.846p 2.439p 

Table.9. Comparison of MOSFET based full adder at 45nm 

No. of 

transistors 

Average 

power 

Maximum 

Power 

Sum 

delay(s) 

Carry 

delay(s) 

28T 29.321m 29.939m Failed 30.127p 

16T 1.816µ 108.223µ 3.536p 1.428p 

From the comparisons made, it is analysed that (1) as number 

of transistors decreases, the power dissipation has decreased. (2) 

Scaling of MOSFET from 90nm to 45nm has led to increase in 

power dissipation. Hence further scaling down of MOSFET leads 

to degraded output and increase in leakage power. 

The spice models based on PTM files are referred from BSIM-

IMG for characterization of device and FinFET based full adders 

are built for 28T and 16T at 22nm and 14nm and are simulated 

using HSPICE. The comparison of the results between 28T and 

16T FinFET based full adder cell at 22nm and 14nm nodes is as 

shown in Table.10. 
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Table.10. Comparison of FinFET based full adder at 22nm 

No. of 

transistors 

Average 

power (W) 

Maximum 

Power (W) 

Sum 

delay (s) 

Carry 

delay (s) 

28T 62.147n 26.768µ 25.489p 15.966p 

16T 35.012n 20.056µ 10.503p 2.089p 

Table.11. Comparison of FinFET based full adder at 14nm 

No. of 

transistors 

Average 

power (W) 

Maximum 

Power (W) 

Sum 

delay (s) 

Carry 

delay (s) 

28T 32.242n 25.230µ 13.944p 9.7921p 

16T 19.721n 10.426µ 8.942p 2.069p 

From the comparisons of FinFET based full adder cell, we can 

analyse that FinFET has overcome the scaling issues of MOSFET 

as illustrated above at 22nm and 14nm. 

7. CONCLUSIONS 

The MOSFET and FinFET based full adder cell for 28T and 

16T at different nodes are characterized using software mainly in 

terms of Power dissipation and delay. The obtained results for the 

FinFET full adder spice models used here shows a promising 

solution for MOSFETs scaling issues. The power dissipation in 

28T FinFET based adder at 14nm is reduced to 32nW from 62nW 

at 22nm adder, similarly delay get reduced from 25ps to 13.9ps 

when node size is reduced from 22nm to 14nm node. Likewise, 

the results for the power and delays values for sum and carry 

operation are for 16T FinFET based full adders. And from the 

result table 6.3 and 6.4 it can be concluded that FinFET based full 

adder cell is reliable at lower technology nodes and the tolerant 

capacity is better at the nanometer regime. The power dissipation 

of the FinFET based device has decreased significantly at lower 

technology nodes. The speeds of the adder circuits are increased 

terms of the sum and carry delay operation. Thus FinFET based 

circuits are promising candidates for the future Digital systems. 
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Abstract: This paper focus on the advancements in the Radio Frequency and GSM technologies that made a platform to 

come up with various innovations reducing human effort. Since online shopping has become a part and parcel of common 

man’s life, this is the right time to make use of existing technologies to simplify the procedure. The basic idea is to introduce 

technology into our lives for monitoring issues which demand our personal presence. By doing so we aim at providing a 

reliable and user friendly solution to problems incurred during online shopping. A standalone box is designed which receives 

and stores the intended parcel so that the customer can retrieve it as and when required. 

 

Index Terms: Smart courier, Security and Radio tags. 

 

I. Introduction: 

 

    Most of us have encountered the problems of postal and courier services like delay in delivery, wrong address or ambiguity 

in delivering the right package. These problems should be addressed with the help of technology so that the solution is simpler and 

reliable. A device should be designed which can recognize the designated courier as well as collect and store the same so that no 

ambiguity is occurred. The basic idea of the system is to employ an RFID (Radio Frequency Identification) tag to the courier and 

send the tag number and item details to the receivers mobile. The receiver of the courier will have information about the goods and 

the tag with the help of which he can make sure that the correct item has been ordered. To design the whole system, we require a 

microcontroller which acts as a medium of communication between the RF reader and the GSM (Global System for mobile 

communication) modem, also the microcontroller monitors the movement of the lid. The presence of the GSM modem is the major 

advantage of this system and it enables the device to communicate with the receiver no matter wherever he was present on the 

globe. 

 

II. Present Scenario 
 

With surge in online market, people find it easier to buy things online but the timely delivery of right package to the right person 

has become long-standing issue. One of very concerned issue is that unavailability of the customer when the delivery has arrived 

to customer’s address which results in lot of phone calls and complicated delivery procedures. Adding to that insufficient 

information on the package results in wrong delivery, which is unacceptable. The customers demand less involvement of one’s time 

and money which has put delivery companies into predicament situation. 

 

Our idea is to develop a system which manages these issues and lessen the burden on both customer side and the delivery company 

side. 

 

III. Literature survey: 
 

Common problems faced by customers while shopping online that glorious invention which allows people to buy things from the 

comfort of their homes. No additional traveling to multiple stores to seek out the correct product; no additional having to influence 

over-enthusiastic sales persons; no additional standing in long lines at the checkout. The e-commerce boom has definitely modified 

the approach we have a tendency to buy the better.  

 

Despite all the efforts of e-commerce corporations to alleviate them, there are a few problems that customers still have to face while 

shopping online. One of the major problem is delivery and logistics One difficulty that perpetually turns up whereas searching 

online is when the order are going to be delivered. While all e-commerce sites have order tracking systems for their customers, they 

are not always accurate. Delivery personnel often turn up at our homes when we're at work or out somewhere as there's no way to 

fix a particular time slot for the delivery to take place. 

 

This same issue exists while returning products. Another problem is that the vast majority of the Indian population which lives in 

rural areas and Tier-III cities is unable to shop online because not all e-commerce sites provide delivery services to their locations. 
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IV. Block Diagram: 

 

 
 

Fig 1. Block diagram of Smart courier system 

V. Methodology 
 

As soon as the online order has been launched and therefore the delivery option is chosen, expeditions are taken over by SMART 

Courier representatives, and in an average of 24 hours they are deposited in the e-BOX chosen by customers. 

 

The system automatically labels sender’s package delivery by size (S, M, L) and when the AWB is drawn, a box is reserved in the 

SMART Courier system according to the size. As dispatches are available in vending machines, the recipients receive a SMS or an 

email with a secret collection code (PIN) and other information needed to pick up expeditions. All that customers have to do is to 

enter the keypad screen, SMS / email PIN plus name and signature; the operations they have to perform at terminals are intuitive 

and easy to go. 

 

When leaving the SMAR Courier warehouse, the system warns the lockers, so from the submission of the shipment, the system 

already has all the data about the package to be delivered over, the identity of the courier and the password with which it opens and 

closes the eBox. 

 

At the locker, the courier identifies with ID, password and then   logs in and selects the parcel delivery option. 

 

After handing over the parcel, the compartment closes and the system automatically generates a unique collection code that is sent 

to the recipient via email and SMS. 

 

The messenger cannot submit another referral in a very compartment till the primary deposit is utterly secure. If the client has 

incorrectly chosen the size of the package, the courier has the option to manually choose another compartment. 

 

Based on the reception of email or SMS, the customer can pick up the shipment from the chosen wardrobe: type the unique 

authentication code received, sign electronically on the touch screen, and pick up the expedition. The locks are installed in controlled 

areas and are provided with alarm and anti-burglary systems. 
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V. Flow Diagram: 

 

 
 

Fig 2. Flow diagram of Smart courier system 

VI. Expected Output 
• Places the Order. 

 

• Sends Order id, Barcode and weight information. 

 

• Feeds knowledge (Order id, Barcode, weight) into the cloud. 

 

• Passes the data to Smart Box display. 

• Places the parcel inside Smart Box. 

 

• Verifies Barcode and Weight with the info retrieved from Cloud. 

 

• Sends a Parcel Received Message via cloud. 

 

• Sends a Delivered Message. 

• Sends a Confirmation Message. 

 

• Sends an Acknowledgement Message. 

 

VII. Advantages 
 

• Advantages Installing this smart box in houses and customer premises would result in 

 

• Providing a contactless identification and tracking 

 

• Real-time delivery status 

• Less human errors 

 

• The tags contain all the information needed for sorting the mail and efficient delivery of the same 

 

• Real-time up-to-date database 
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• RFID technology and its reliance on radio waves doesn't need a line-of sight for identification or a straight-line alignment 

between the tags and readers 

 

• Could use passive and very cheap tags since range is not a concern 

 

• Reusability of the tags 

• Enhanced security and safety 

 

• Less money and time spent on tracking and handling of the packages. 

 

VIII. Result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Prototype of Smart courier system  

 

In this project, a new idea for automating parcel delivery collection has been proposed. This makes delivery of the parcel easier and 

safe even in the absence of the customer. Future work can be focussed on customizing the Smart courier box which improves 

Security and Scalability. 
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Abstract- In this developing era of IOT where in the 

information provided by objects across network proves to be an 

asset in various fields, this work is an implementation of the 

same. Mobility on roads has been subjected to accident 

occurrences every day which has raised a concern to improvise 

the availability of healthcare norms. In this system the accident 

zone detection is done and the location of the vehicle is 

intimated to the ambulance with help of GSM. The ambulance 

then rushes to the place with healthcare assistance kit to 

measure the vital health parameters of the victim. The health 

measure are sent to the near by hospital using Thing Speak. 

Apart from that it also provides real time health monitoring 

through visual graphs representation. Since the condition of the 

victim can be identified early the patient can be taken directly 

to the near by hospital with all the required facilities to save the 

life of victim. 
 
Keywords- Arduino, ArmLPC2148, ESP8266, Think Speak. 
 

I. INTRODUCTION  
Internet of things is becoming a life changer for human beings. 

It provides a simplified and faster approach to various day to 

day tasks ranging from home automations to military 

application. For information exchange in open computing and 

recognition of data transfer, Internet of things appear to be a 

great choice. After the age of robots ,IOT has become a new 

technology for helping humans at the time of need. As 

introduction of latest technologies aims to serve the user better 

similarly IOT can also can be observed to provide a better 

solution for hazardous situation. Road accidents which tops the 

list of hazardous occurrences calls for an improvisation for 

bringing heath helps on roads. A system for overall monitoring 

of the victim has to be provided in order to make sure the person 

reaches the hospital soon.  
Sensors fitted on the vehicle can be used to identify the collision 

impact during accident and measure the tilt of the vehicle to 

confirm the occurrence of the accident .Once the accident has been 

detected by the sensors the GSM module can be used to intimate 

the ambulance with the GPS coordinates of the accident zone. The 

ambulance can figure out the place where accident occurred and 

reach that located area for helping the victim. The healthcare 

assistance kit presented in the ambulance can provide an accurate 

measure of the health condition parameters of the victim. Real time 

health parameters of the victim are being monitored by the hospital. 

The objects utilized in the ambulance for health measure can 

comprise of a wireless network which is provided by IOT to 

exchange data. The hospital is able to retrieve the health 

parameters of the 

 
 
victim using an web application known as ThingSpeak which 
is an application of the IOT cloud data transfer. 
 

II. LITERATURE REVIEW  
In this mechanism it will detect whether the person is wearing 
helmet or not and check whether the person is over consumed 
alcohol, the sensors like tilt sensor & impact sensor are used to 
detect the accident and data are sent to the server through 

Application Programming interface
[1]

.  
Initial process starts with identifying the accident location. The 

intimation of the accident can be given by Arduino interfaced 

with GSM to send alert message along with the coordinates 

provided by GPG
[2]

.  
Monitoring the basic health Parameters of patients after the 

accident within the ambulance with sensors such as heartbeat, 

MEMS, Blood pressure, temperature etc and sending the same 

data to the hospital
[3]

.  
Proposing a System with help of Internet of Things (IOT) 

detecting the accidents occurred in the two wheelers using 

microcontroller and a accelometer and notifying the same to 

authorized person or to the emergency contact of the rider and 

creating a plot of accidents occurred in the city for future 

analysis
[4]

.  
Due to the delay of providing Emergency medical 

services(EMS) there is a high mortality rate in road accidents 

in our country as there is delay involved in each and every stage 

of the process starting from reporting an accident to dispatching 

an ambulance until the victim is handed over to the hospital or 

to the concerned person. If this delay can be reduced then many 

lives can be saved to overcome this when an vehicle meets with 

an accident the module presents in it will automatically send a 

message to the nearest ambulance to the accident location, with 

the help of android application the driver takes the shortest path 

to the hospital without wasting any time
[5]

.  
As internet is a platform that leverages the functionality and 

usefulness of smart object. Smart things or smart objects are the 

buildings block of IOT. These objects generate great amount of 

data which can be stored, processed, and formatted into an 

efficient and seamless useful form. IOT is not only a platform 

for sensing the data from environment, but also using internet 

standards to provide services for transfer of information or data. 

Various technologies are being used in our daily life some of 

them are Bluetooth, radio frequency identification on which the 

IOT operates effectively
[6]

. 
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Using Automatic smart accident detection(ASAD) which is an 

auto detection system that notifies an emergency contact 

through a text message when there is an instant change in 

acceleration, rotation and an impact force on the vehicle is 

detected by the system, providing the location and time of the 

accident occurred so that further congestion as well as the 

passengers can be escorted to the hospital without wasting any 

time
[7]

. 
 
It identifies the intelligent frame works and report an accidents 

in city. which included microcontroller based Accident 

detection unit , it contains GPS & GSM to sense the accident 

and send the event to the accident detection server. The GPS 

coordinates and sensor parameters are sent to the Accident 

detection server through GSM
[8]

. 
 
By knowing the heart rate of the person its sends an alert 

message along with GPS coordinates to the emergency contact 

through SMS,E-mail only when the heart rate is reached 

beyond its range
[10]

. 
 

III. METHODOLGY 

This work constitutes of three segments namely 

1. Vehicle unit. 

2. Ambulance unit. 

3. Hospital unit. 
 

TABLE I.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

1. Vehicle unit:-  
Implementation of this unit facilities the process of detection 

the accident through sensors fitted on two/four wheelers 

sensors attached to user Arduino interface along with GSM and 

GPS. When the sensor an impact Arduino interface with GPS 

gets the location of the accident spot and forwards it to GSM. 

The GSM module then sends a message of those coordinates to 

the ambulance. 
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Software used:- Arduino IDE provides a text editor to create 

codes in accordance to the purpose to be fulfilled. The codes 

can be developed in embedded c and it allows to interface 

Arduino hardware components to which the program has to be 

uploaded. The provision of set of AT commands along with the 

program are also required to establish a connection between the 

mobile operator and GSM. 
 

Sensors:-  
i. Pressure Sensor :- It can also be called piezoelectric 

pressure sensor which can be used for measuring the 

impact of force on it by converting them to electric 

charge. The sensor consists of a pressure sensitive 

diaphragm which provides a change in resistance when 

force is applied, the change in resistance is later 

converted into electric signal.  
 
 
 
 
 
 
 
 
 
 
 

 

Fig.1: Pressure Sensor. 
 
ii. Tilt Sensor:- ADXL335 also know as accelerometer is a 

electromagnetic device used for measuring the 

acceleration of the vehicle. It measures acceleration only 

caused due to gravity in g units in x, y and z direction. 

The tilt is measured using the output of the x ,y and z 

direction measures. The output signal from this sensor is 

analog this sensors is analog voltage that is proportional 

to the acceleration.  
 
 
 
 
 
 
 
 
 
 
 

 

Fig.2:Tilt Sensor. 
 
iii. GSM:- The mobile communication model( GSM) is an 

open and digital cellular technology used for transferring 
the data services. It is used to establish a communication 

link between GPRS and Arduino. 
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Fig.3: GSM Module. 
 
iv. GPS:- The Global positioning system (GPS) module is a 

device that is used to calculate the geographical position 

using the information received from the GPS Satellites. 

This unit is installed in our vehicle unit mainly to provide 

the position of the accident and to provide the necessary 

directions to access the accident location. The GPS 

system can get the location of the accident at any point of 

time irrespective to change in the weather, temperature 

and other conditions. 
 

2. Ambulance Unit:-  
This unit works to provide the necessary help to the victim after 

the accident. After reaching to the accident spot it identifies the 

health condition of the victim by measuring the health 

parameters using the health care assistance kit. The kit consists 

of equipments such as pulse sensors, temperature sensors and 

blood pressure sensors which measures the respective health 

fields of the victim. These parameters are the transferred to the 

IOT cloud so that hospital can avail the data of the patient. 

Hospital can be aware of the condition of the patient before he 

reaches the hospital so that all necessary arrangements for 

treatments is made available. 
 

Software Involved:-  
i. ARM  LPC2148:-  It  gives  a  family  of  instruction  set 

architecture  to  the  computer  processor  because  of  its 

reduced  instruction  set  architecture(RISC).  It  required 

fewer transistors than traditional ones because of the RISC 

architecture.  LPC2148  microcontroller  has  a  16/32  bit 

ARM7TDMI-S  CPU  with  embedded  trace  support  and 

real  time  simulation combines  the  microcontroller  with 

embedded  flash  memory  from  33kb  to  512kb.  The 

alternative 16-bit thumb mode reduces the code over head 

significantly in case of critical code size application. Tiny 

size, power efficiency, inbuilt peripherals makes it suitable 

and more reliable for end application developing purposes. 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.4: ARM Microcontroller. 
 
ii. Pulse Sensor:- Pulse sensor is a heart rate sensor which is 

incorporates live heart rate data to the user. This sensors 

is plug and play unit. This sensor can be clipped to the 

finger tip or to the earlobe to measures constant heart rate 

and plugs the data right into the Arm board. It uses an 

ambient light sensors, which senses the light which 

bounces back from LED devices fixed to the sensors. It 

has amplification and noise cancellation circuit making it 

fast and easy to obtain pulse reading from the victim.  
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.5: Pulse Sensor 
 
iii. Temperature Sensors:- Temperature sensor is a device used to 

measure the hotness or coldness of an object. We are using 

this sensor to obtain the temperature of the victim. We are 

making use of precision IC temperature i.e. LM35. It 

calibrates the temperature value which is digital directly in 

degree Celsius hence does not require and external analog to 

digital converter. It produces electrical output value which is 

directly proportional to temperature.  
 
 
 
 
 
 
 
 
 

 

Fig.6: Temperature Sensor. 
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iv. Blood  Pressure  Sensor:-  BP  sensor’s  main  task  is  to 
measure the pressure of circulating blood on the walls of  

blood vessels and produce a digital value corresponding to 

the BP of the victim. This sensor uses the oscillometric 

method to calculate the blood pressure. In this technique, 

the observation of cuff pressure by the sensor are caused 

by oscillating of blood flow, i.e. the pulse. Blood pressure 

is recorded as two numbers , the systolic pressure (as the 

heart beast) over the diastolic pressure(as the heart relaxes 

between the blast).  
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.7: BP Sensor. 

 

v. WIFI Module:- The data that is measured using different 

sensor devices i.e. pulse, blood pressure, and temperature 

is transferred to the cloud storage, for this purpose a WIFI 

module is being used. ESP8266 is a system on a chip with 

integrated TCP/IP protocol stack that can be provided any 

microcontroller access to WIFI network. This is a system 

with a powerful enough on-board processing and storage 

capability that allows it to be integrated with sensors and 

other applications specific devices through its GPIO with 

minimal developments up-front and minimal loading 

during runtime.  
 
 
 
 
 
 
 
 
 
 

 

Fig.8: ESP 8266(WiFi Module) 
 

3.Hospital Unit:-  
i. ThinkSpeak:- ThingSpeak is an open source application of 

internet of things, it also an application programme interface 

which helps to store and retrieve data from the objects using 

basic protocols such as HTTP protocol, etc over the internet or 

wireless LAN network. This application 
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has integrated support from MATLAB which allows it to 

analyse and visualize the uploads data and represents them 
in the graphical way. 

 
IV. WORKING PRINCIPLE  

The working of the whole unit can be explained by using 
the following flowcharts as shown in Fig. 4.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.9: Working of vehicle unit and ambulance unit. 
 

There are two sensors that are fixed to the vehicle, one being 

the tilt sensor and other being the pressure sensor. The tilt 

sensor is an analog sensor while the pressure sensor is a digital 

sensor. The tilt sensor has a threshold range of tilt that is set 

initially by the programmer,if the tilt crosses the threshold then 

the sensor is said to send an intimation to the Arduino 

mentioning about the occurance of the accident.this is the first 

kind of intimation that can be sent. The pressure sensor can only 

hold two values i.e. 0 and 1,where 0 represents that there is no 

force or pressure applied to the sensor and 1 represents that 

there is a force that is applied on the sensor during the accident. 

When an accident occurs, the detection can be done in two 

different intimations that are received from the tilt and pressure 

sensors. 
 

As soon as the intimation of accident is received by the sensors, 

the GPS unit which is fixed to the vehicle unit locates the 

accident by finding the co-ordinates of the accident. These 

latitude and longitude coordinate values are saved and sent to 

the ambulance unit or the recipient using the GSM module.The 

intimation which is sent by the vehicle unit is shown in the Fig. 

5. This whole procedure forms the working of the vehicle unit. 
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Fig.10: The intimation message from vehicle unit. 
 
The ambulance unit is mainly used to check the vital health 

parameters of the victim and keep a track of the same before 

the victim reaches the hospital. The sensors such as BP sensor, 

Temperature sensor and Pulse rate sensor gives the values of 

victim’s Blood pressure, Body Temperature and heartbeat rate 

in digital values respectively. These values are uploaded to the 

cloud using the WiFi module. 
 
The Hospital unit consists of an IOT Application called 

ThingSpeak. This application is used to retrive the values of the 

Ambulance unit with respect to time and display all those 

values in a Graphical format. The advantage of this application 

is that it can keep the track of victim’s information at each 

interval of time from accident spot till the time the patient 

reaches the hospital. The variation in the victim’s vital health 

parameters can also be kept track. The different parameters are 

showcased with respect to time as shown in the Fig. 6, Fig.7 , 

and Fig. 8. 
 

V. RESULTS  
 
 
 
 
 
 
 
 
 
 

 

Fig.11: Blood Pressure of victim. 

 
 
 
 
 
 
 
 
 

 

Fig.12: Temperature of victim..  
 
 
 
 
 
 
 
 
 

 

Fig.13: Pulse Rate of victim.. 
 

VI. RESULTS  
The Pressure sensor and tilt sensor identifies the event of 

accident. The Arduino interfaced with GSM and GPS responds 

to the event and the GPS coordinates of the victim is found. The 

accident alert intimation along with the GPS coordinates of the 

victim are then sent to the ambulance in the form of a text 

message using GSM.  
Once the accident alert message has been received by the 

ambulance it reaches the spot of accident. The pulse rate, 

temperature and blood pressure of the victim is calibrated using 
sensors. This data is then sent to the hospital using IOT cloud 

web application Thing Speak. 
 
The above three graphs provides the respective health condition 

graph in accordance to the time. This way real time monitoring 

can be achieved as the hospital is able to observed the graph 
patterns from the time to time and predict the condition of the 

victim accordingly. 
 

VII. CONCLUSION  
In this paper we propose a system for providing immediate 

healthcare assistance to the victim on the event of accident. 

Once the accident occurrence is detected and the victim has 

been located an approach for the ambulance to provide health 

condition of the victim to hospital has been discussed. This 

work tells how ambulance can be equipped with IOT based 

healthcare assistance module to transfer the vital health 

parameters of the victim. These parameters are available at the 

hospital using ThingSpeak so that real time monitoring of the 

patient is achieved right from the time victim is in ambulance 

and even after reaching the hospital. IOT has been used to 

transfer data over distance efficiently similarly health condition 

of the victim are sent to the hospital frequently to 
 

 
 
 

 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING  
A UNIT OF I2OR 3171 | P a g e 



IJRECE VOL. 7 ISSUE 2 Apr-June 2019 
 
ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE 
 

avail according health services immediately as soon as patient 

arrives at the hospital. 
 

VIII. FUTURE SCOPE 

This work provides a prototype which can be used for real  
system application to provide the road safety and healthcare 

services  management.  By  implementing  a  web  application 

which can be hosted by traffic police of each country. The 

accident zone coordinates can be intimated directly to traffic  
police server and so the nearest ambulance and hospital can be 

identified in no time. This way the healthcare services for road 

hazards can be provide quickly without any delay and hence 

can  bring  an  overall  improvisation  services  at  the  time  of 

need. 
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Abstract: Urban flash flood are the most interminable type of 

unforeseen event worldwide resulting from intense storms 

leading to large amount of rain within a concise period. These 

are notably pernicious because of the short timescales on which 

they occur, and because of the population size of cities. Since 

most flood casualties are caused by a lack of information on the 

impending flood ,sensing such catastrophes is critical to 

generate authentic and detailed warnings .To provide short 

term forecasts to address this issue we are deploying a wireless 

sensor detection system to accurately detect the water level and 

sense the intensity of rainfall to alert the counterminous areas. 

This is based on the combination of arduino uno with two RF 

modules along with sensors .Firstly we intend to have a 

threefold methodology to identify a potential benefits in 

measuring the water level. Secondly using GSM module 

notification is sent via SMS and also triggers the buzzer. There 

are many existing technologies for flash flood measurements, 

but they have many drawbacks and hence give unreliable 

results and are not real time based. In this system the delay of 

the warning is less and will be operating 24 hours so that it can 

detect flash flood adequately and is very economical 

Keywords: Urban flash flood, Arduino Uno, sensors, RF 

module, GSM module, SMS, Wireless Sensor Network(WSN).   

 

I.INTRODUCTION 

A flash flood is nothing but a rapid flooding of 

geomorphic low-lying areas such as rivers, washes, basins 

and dry lakes. It is due to heavy rain along with a severe 

thunderstorm, tropical storm, hurricane or melt water from 

snow or ice flowing over ice sheets. 

Flash floods is due to collapse of debris dam or 

natural ice or a man-made dam. Flash floods can be 

distinguished from regular by a timescale of which is less 

than six hours. The water that is provisionally available is 

frequently used by shrubbery with rapid germination and 

short growth cycles, and by particularly modified animal 

life. 

Flash floods occurring quickly is due to various things, but it 

is due to enormously deep rainfall from thunderstorms. It is 

due to Dam or Levee Breaks and debris flow. Flash flooding 

may occur due to the various reasons like the location, 

intensity of the rainfall, distribution of the rainfall, 

topography, vegetation types, soil type and soil water 

control. So, as discussed many factors influences where the  

Flash floods may occur. Occasionally, rainfall  over an 

urban area will cause flooding faster and more-severe. 

In the urban areas the solid surfaces do not allow 

water to penetrate the ground, hence the water runs off to the 

lower region  rapidly.Flash Flooding occurs so fast that 

people are jammed off-guard. Their circumstances may 

become hazardous if they come across high, vigorous water 

while traveling. If people are at their homes or businesses, 

the water may increase rapidly and shut in them, or cause 

harm to the assets without them having a possibility to guard 

the assets. 

II.EXISTING SYSTEMS 

In past decades various flood detection methods 

were  introduced. Among them one of the system uses 

images. Images are here   captured by satellite in different 

ways which detect the areas where flood has been  occurred. 

These techniques are  useful only in flood localization but 

they cannot foresee whether flood occurs or not in the next 

hours. A prototype intelligent system was developed for 

flood warning and alert in real time. It uses an ARM 

Microcontroller, Marvel 88F6281 and for Interface and Data 

Integration Unix FreeBSD was used. The data will be 

transmitted using radio communication technique to make 

proper decision.A flood warning system was introduced by  

E.Tate and K. Cauwenberghs where in cluster of servers 

collect the data and process data from the hydrological 

observation station in the real time.the available results can 

be then displayed on client computer by distant access. 

The flood warning system used in the  most 

developed country are costlier and it depends on the 

proficient hydrologists who supervise real-time data 24 

hours a day and run complicated computational models at a 

centralized place. These kinds of possessions are excessive 

& unreasonable for poor counties as well as emergent 

country. Floods ends with the loss of abundant lives and 

leaves the flooded area with enormous demolition of assets 

every year, particularly the temper of flash flood in the 

deprived and emergent countries is most conspicuous, where 

people are the sufferer of the natural mercy. 

III.SYSTEM MODEL 

 Intense rain dropping can be the main reason  for 

flash flood that too in short span of time. 

Flashflood occurs with very light warning or nil warning and 

can reach to the maximum in very short span of time before 

we take any action. As and when the intensity of the rain 

increases major portion of the rain water runoff and very 

light will be absorbed by the land. The extra overflow water 
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can be very dangerous and can result into fast swelling 

rivers and streams. Low areas will also be pooled.  

Streams that were just dried up or light wet few minutes 

before can be now a ranging torrent few in few minutes. 

 

 

In addition, city sewer systems can quickly become 

overwhelmed and back up, resulting in street and overland 

flooding. It is the sum of these factors that creates a flash 

flood. So a system is necessary to spread the news quickly 

during the flood disaster to the general public. 

Rapid application development(RAD) model is 

used in the proposed algorithm, which shortens the 

construction cycle to  build the project. 

 

 

Many advantages lies in this model. The development time 

can be the main advantage of the system which is  very less. 

Next  advantage can be increased reusability of the 

component and 

 Integration from very beginning solves a lot of integration 

issues. 

The main disadvantage is this model is this requires an 

individual who is experienced and familiar with the system 

to be developed. 

To identify the requirements of the system depends on the 

individual performance and the strong team. This model can 

be built using system that is modular.  

This needs  highly expert designers. This requires high 

enslavement on modeling skills. 

The team may be tempted to rush the product, skipping 

important forecast and design consideration.  
 

 

IV.SYSTEM PROPOSED 

In our system , audunio uno microcontroller is used. The 

controlled at the transmitter is interfaced with the sensor 

used. Sensor used in our system are water level sensor, 

raindrop sensor ,temperature and humidity sensor.  

The raindrop sensor used determines the intensity of the 

rainfall. 

The temperature sensor  and humidity sensor at the 

transmitter is used to foretell the persistency of rainfall 

causing flood. 

 

The high risk of flood can be identified using the 

water level sensors that is placed at a position called  bottom 

line, when it touches the bottom line indicates moderate risk 

of flood and the higher level indicates high risk of flood. 

The levels of risk can  be indicated by using LED / 

Alarm system that is placed one at the transmitter and 

another at the receiver. Once the sensors are actuated it 

sends the signal to the micro-controller. 

The signal is processed at the transmitter and sent 

to the receiver using RF module attached to the receiver. 

 The GSM module is attached to the 

microcontroller at the receiver side to sense alert messages 

to the number stored in the database system. As the water 

level increases this process is repeated.       
         

Fi

g 1 : Wireless communication between Transmitter and 

Receiver 

V.CONCLUSION 

The system will find out the present water level by using 

wireless sensor network, which will also provide warning of 

SMS using GSM modem. SMS is very much  supportive 

cautious information exchange tool that can give out the 

information to floods sufferer in a particular region. This 

system is able to notice a level of water and fling that data to 

the main flood control centre close or too far away from the 

sensor that senses the level of water. The need of radio 

communication module in this project is used as the medium 

to transmit the information from transmitter module to the 

receiver module. 

Flood is alarmed with the valuable lives and wealth 

of a country that is why it is required to take crucial actions 

to avoid and contract with the after consequence .The Flood 

Observatory System is designed to be an intelligent system 
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which is capable of sending real time water level 

information from a remote location to a monitoring station 

which could be at a distance away, regardless of time. The 

self monitoring in the Flood Observatory System ensures 

that the system performs efficiently and reliably for the 

monitoring station. The flood monitoring and detection 

system monitors and know the development of floods and 

then send flood notification SMS to the residents of such 

zones for necessary action. The main purpose of this project 

is to send alert to riverside people so they can safely move 

from flood area it gives advanced alert through SMS. We 

design a system with low-cost, small-sized, easily 

configurable and extensible WSN systems to monitor, 

detect, and track various environmental phenomena and 

events. 

   This technology could be further customized or 

enhanced  as per the individual necessitate and interests. We 

have discussed some basic thoughts of this technology and 

depending on ground-breaking applications, user can 

upgrade as per prerequisite.  

System can be upgraded to increase the distance 

between transmitter and receiver by using different 

frequencies of RF Module for which special permission is 

required. A Bluetooth module can also be interfaced to get 

updates about various parameters involved for flood 

detection in the smart phone. The features/hardware can be 

added/modified to suit any application. This project is 

subjected to future work.      
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Abstract -- This paper proposes a working prototype of a multi 

functional robot that mainly deals with an idea of integrating 

multiple features like real time face recognition, object 

recognition, reading the text, sensing natural agents, picking & 

placing the objects and voice based interaction. Image processing 

is used to implement real time face recognition, object recognition 

and text reading through MATLAB. Real time face recognition is 

implemented using PCA algorithm. IP Webcam is used to 

capture the real time images. Object recognition is implemented 

taking into consideration the different colors and the area of the 

object. Text reading is done in two stages namely training stage 

and testing stage which consists of pre-processing, feature 

extraction, model estimation and classification. The movement of 

the robot and the robotic arm is controlled by dc motors which 

are driven by L293D IC. This prototype model is capable of 

performing the above mentioned features which can be used in 

military surveillance, in industries to detect hazardous condition, 

medical fields as lifting supporters and household applications. 

Keywords— Face recognition, object recognition, robotic 

arm, PCA.  

I. INTRODUCTION  

In today’s advancing technologies, Robotics is one of the 

best technology that is growing rapidly. Robotics deals with 

the design, construction, operation, and application of Robots, 

computer systems for their control, sensory feedback and 

information processing. A robot is a programmable machine 

that takes the actions or appearance of an intelligent creature 

which is usually a human. The robot will be combination of 

multiple technologies integrated in one unit and performs 

multiple tasks at the same time [1].  

In this work, we have designed a prototype of a robot that 

performs various functions like face and object recognition, 

reading the text, sensing natural agents, picking and placing 

the objects and voice based interaction. Various sensors like 

temperature, fire, water and gas sensors are used to detect 

abnormal temperature, fire, water and gas detection 

respectively. Real time face recognition uses PCA algorithm 

for implementation and this feature can be used in military 

applications and security purposes. Text reading can be used 

to provide information for blind people as the output will be 

audible. The pick and place feature can be useful for 

performing repetitive tasks and can reduce the consumption of 

time. On a whole this prototype can be used in military 

applications, medical fields, industries and also household 

applications. 

In [1], face recognition and detection was implemented using 

PCA algorithm in MATLAB. In [2], object is sorted based on 

color and dimension with process control of induction motor. 

In [3], Raspberry PI was used to detect text and faces for 

visually impaired. In [4], a system for disaster detection was 

developed. Our proposed work includes the integrated 

implementation of the above features along with movement 

and pick and place mechanism. 

 

II. PROPOSED  WORK 

The designed prototype consists of a transmitter and receiver 

where PC is used as transmitter and the robot as receiver.       

In the transmitter section as shown in figure 1, MATLAB is 

used for features such as real time face recognition, object 

recognition and text reading through the cell phone using an 

application called IP Webcam where real time images are 

captured through it and are processed using MATLAB and the 

result of recognition is sent serially through ZigBee to the 

receiver. 

 

                 Figure 1: Block Diagram of Transmitter section 



                    

 

                           Figure 2: Pin Diagram of LPC2148 

The robot receives the data from transmitter serially and 

displays the result on LCD. Picking and placing the objects 

and movement of the robot is achieved by receiving characters 

from the PC. The robot can sense the natural agents such as 

fire, temperature, gas leakage and rain and displays the 

detection message on LCD, and further preventive actions can 

be taken upon receiving outputs of the sensors in future. Motor 

drivers are used as a microcontroller cannot drive a motor 

directly. The motor drivers take the low  level signal from the 

ARM7 LPC2148 controller and provides sufficient voltage 

and current to the motors. Motors are used to drive the robotic 

vehicles and robotic arm for picking and placing the objects. 

DC motors are often used due to lesser rpm and have sufficient 

torque that can drive all kinds of mechanical load. A 12V 

battery is preferred to drive the motors.  

 

                 

       Figure 3: Block Diagram of Receiver section. 

 

 III.    IMPLEMENTATION  

The working prototype of the multifunctional robot is 

built using ARM 7 controller to implement features like face 

and object recognition, reading the text, sensing natural agents, 

picking and placing the objects and voice based interaction. 

Face recognition, object recognition and text reading are done 

using MATLAB. Face recognition is implemented using 

Principal Component Analysis (PCA). A set of facial patterns 

for each individual is stored in a database. The characteristic 

features called ‘eigenfaces’ are extracted from the stored 

images using which the system is trained for subsequent 

recognition of new images. Object recognition is implemented 

based on different colours and the area of the object. Text 

reading is done in two stages namely training stage and testing 

stage which consists of pre-processing, feature extraction, 

model estimation and classification . In a typical OCR(object 

character recognition) systems, input characters are digitized 

by an optical scanner. Character recognition techniques 

associate a symbolic identity with the image of character. The 

image is first being converted to a gray scale image which is 

further converted into binary image by threshold technique. A 

connectivity test is performed on a binary image in order to 

check for the maximum connected component which is in the 

form of a box. After locating the box, the individual characters 

are then cropped into different sub images that are the raw data 

for the feature extraction. Binarization is presented with a 

grayscale image to select a threshold value. The isolated 

specks and holes in characters are removed using 

morphological operators. Segmentation is an important aspect 

of that allows the recognizer to extract features from each 

individual character. 

Various sensors like temperature, fire, water and gas 

sensors are used to detect abnormal temperature, fire, water 

and gas leakage respectively. The movement of the robot is 

controlled using dc motors. The robotic arm is used for 

picking and placing the objects. The upward movement, 

downward movement, opening and closing of the arm is also 

controlled using dc motors. Voice Recognition module is used 

for interaction purpose and APR module is used for voice 

storage and playback. The Voice Recognition Module is a 

compact and easy-control speaking recognition board. It is a 

speaker-dependent voice recognition module which supports 

up to 80 voice commands in all. Any sound could be trained as 

command. The module is trained first before letting it 

recognize any voice command. The different messages are 

recorded and can be played by sliding a switch towards the 

recorder and playback option on the module respectively. 

Embedded C is used for programming the sensors, movement 

of the robot, movement of robotic arm and voice interaction.  

Kiel microvision 4 software is used to run, compile and debug 

the embedded code. Flash magic is used for downloading the 

code into the microcontroller.  

 



IV. RESULTS AND CONCLUSION  

The prototype model designed is capable of detecting fire, 

temperature, water and gas leakage using various sensors. In 

addition, it performs face, object recognition using PCA and 

OCR algorithms respectively. Text reading, movement of the 

robot, pick & place features are achieved. Also, interaction 

with the robot through voice is implemented. 

 

      
       Figure 4: Water sensor output                  Figure 5: Fire sensor output 

 

      
Figure 6: Temperature sensor output                Figure 7: Gas sensor output 
 
 

Face recognition using PCA algorithm is carried out by 

capturing real time images through IP Webcam application, 

processed in MATLAB and the result is displayed on lcd. 
 

 
Figure 8: Capturing real time images 

 

Figure 9: Face Recognition output through MATLAB 

Object recognition is implemented using OCR algorithm and 

the result is displayed on lcd. 

 

 
 

                
Figure 10: Object recognition 

             

 

 
Figure 11: Prototype model 



V. FUTURE SCOPE   

Features can be improvised to make the robot more effective 

where real time face recognition can be further used with 

wireless modules to give access to some restricted places, or it 

can also be integrated with a robotic arm for triggering 

weapons in military applications. Picking and placing the 

objects can be integrated with real time object recognition 

where the robot can pick the objects based on the output of 

recognition and place it. On receiving the sensor outputs 

further these outputs can be processed and used to take 

preventive actions like in case of fire it can automatically 

release fire extinguisher or in case of gas leakage it can 

automatically send a message about the hazardous situation. In 

future, the robot can be made independent of PC using DSP 

kits. 
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Abstract— Wireless sensor networks(WSN) play an essential
role in the communication of wireless systems due to its
enormous advantages and applications. The sensor nodes in
WSN has many constraints such as limited battery power, idle
listening, overhearing, limited bandwidth and communication
speed. To overcome these issues an efficient MAC layer
protocol has to be designed. Designing a MAC layer is a
challenging task, specially due to the difficulty in allocating
resources effectively. There are many approaches available to
fulfill the resource allocation(bandwidth) requirements for a
WSN such as TDMA, FDMA and CSMA. Due to congestion
the resources may not be allocated efficiently. The resources
can be allocated to a network in numerous ways according to
the applications. Priority based allocation is one such
approach. This paper proposes a variety of congestion control
techniques used in deciding the priority and assigning the
resources to the network.

Key words: MAC Layer, Wireless Sensor Network, Priority
based, Bandwidth allocation.

I. INTRODUCTION

Wireless Sensor Network (WSN) is defined as a
large number of tiny nodes in groups, autonomous
to each other, with low cost and lower power
consumption. These nodes are multifunctional
sensors and are deployed in various environmental
conditions. The Wireless network is considered for
the development of environment which consists of
few to hundreds and thousands of sensors, which
are capable of sensing, computing, and also
communicating within the defined area. As seen
below, each dot represents a sensor node. The
sensors may be of great number which may be
homogeneous or heterogeneous; these are
distributed randomly in any application
environment. This data from the sensor data is
transmitted to the sink data either by using single
hop or multi hop communication [19]. The sensor
node collects the required data. This data is then

transmitted to the base station through Gateway as
shown in the figure 1.

Figure 1: WSN Nodes

The data generated in the network may be
continuous data, event driven data or query based
depending on the type of application. The data
should be carefully transmitted because if
congestion occurs then the data may be lost [16].
The gateway has to transmit the data at high speed
during the downlink process so that the bandwidth
may be allotted fairly in the channel using less
energy consumption [17].

WSNs can be categorized as underground,
terrestrial, multimedia and aquatic.

The sensors deployed measures these changes
in different environmental conditions such as
humidity, pressure, sound and temperature
depending on the type of application. The sensor
node measures all the required parameters and
sends it to the base station through the network with
the help of the WSN architecture. The architecture
of the WSN is presented in figure 2.



Figure 2: Architecture of WSN

The sensor nodes are all resource constraints
equipped with batteries, tiny controllers or
processors and transceivers which are used for
sensing and information gathering about the
environment[1].

The sensed data reaches the destination by
travelling in different paths. The bandwidth
allocated to a particular channel is then portioned
for the data transmission. For real time applications
the bandwidth is sensitive and requires a large
portion of bandwidth for data having high priority
to meet the required dead line. This can be done
with the aid of the MAC layer where the availability
of multiple non- interfacing and portioned paths is
made available for routing. This paper presents a
survey carried out on MAC layer modifications for
real time requirements. The study details the
different data priorities and also the ways to
overcome congestion.

II. CLASSIFICATIONS OF WSN MAC PROTOCOLS

The wireless sensor MAC protocols
are broadly classified into two different categories
which are Contention based and schedule based.

a. Contention based protocols:
In contention based, all the nodes share a
common medium for transmission of data.
This may lead to collision during
transmission and in turn to congestion. To
overcome this problem, some probabilistic
coordination is required. The sender node
before transmitting listens to the shared
medium, and waits for a random period to
check whether the medium is busy and tries
again. For this reason, contention based
MAC is better for the networks having less
contention and where burst traffic is
expected. The most common examples for
contention based MAC protocols are
Additive Link On-line Hawaii System
(ALOHA) and Carrier Sense Multiple
Access(CSMA).

b. Schedule based protocols:

In schedule based, the nodes access to the
shared medium is either time or frequency
multiplexed. Hence, different nodes are
allowed to access the shared medium
without interfering with each other and thus
avoid collision effectively. But in some
conditions the load becomes heavy and the
data traffic increases randomly which leads
to congestion [6].

There are two reasons for congestion in
WSN, the first congestion occurs is node
level when the packet arrival rate is more
than the packet rate of service rate. This type
of congestion occurs mainly in the sensor
nodes which are close to the sink node
where combined upstream traffic is
available. The second case is called the link
level congestion which occurs because of
contention, interference and bit error rate.

A lot of work is being carried out on
congestion control of wireless sensor
networks.  Some of them are as follows:

a. Congestion detection and avoidance
(CODA)

b. Congestion control and Fairness
(CCF)
c. Priority based congestion control

protocol (PCCP)
d. Congestion control protocol with priority

support (QCCP-PS)

CODA: is based on measuring the
congestion level[7] using buffer occupancy
and load of the channel,
CCF: is based on probabilistic selection for
fair allocation[8],
PCCP : detects the congestion at both node
and link level in a node[24]

QCCP-PS: uses the queue length as an
indication of congestion degree[21].

III. BANDWIDTH ALLOCATION BASED ON PRIORITY

There are different approaches to solve the
problem of bandwidth allocation and
congestion in a sensor network. For our
study we consider prioritization approach to
overcome the issue [20]. The different
methods in prioritization are discussed
below:



3.1 Queuing Model using Little’s formula:

The nodes in a sensor share the available
resources such as buffer storage,
transmission bandwidth and the processing
capability. The performance loss and delay
can be quantified as explained in this
subsection. When a connection or packet
request arrives at a node, the node may be in
a state of blocking due to the unavailability
of the resources. The data packets arrive at
the node in a random manner; the time spent
in the node is also random. Due to
non-availability of resources, the packets
may be lost or blocked. The arrival rate on
an average can be specified by the inverse of
the inter average time of arrival. To estimate
this time, the Little’s formula can be applied
to a network on the basis of queuing model
[2]. A queuing model is said to be
considered at the nodes where requests can
be considered at the nodes which belong to
one of N priority classes. When the packet
containing the data arrives, the packet joins
the queue depending on the class of priority.
Every time when the Packet is fetched from
the queue, the packet which has to be
serviced next is selected from the head of
the line having highest priority non empty
queue. The Poisson distribution is used for
the arrival of data at each priority class with
the rate in and the average service time of a
class N customers is E [sn]. Therefore the
load that is offered by the class N is given
by ρn = in E [sn], in which ρ is the factor of
utilization. The node with the highest
priority class (class 0) has an average
waiting time given by

E [w0] = (in e [s^2]) ⁄ (1 – ρ0) (1)

Where E [W0] saturates as the value of ρ
approaches to 1. The saturation point of
class 0 is obtained by its own load. The time
of waiting for class 1 is given by

E [W1] = (in E [s ^2]) ⁄ (1 – ρ0) (1 – ρ0 – ρ1)  (2)

The queue saturates in class 1 only when ρ0
+ ρ1 approaches to 1. Thus the queue
saturate point of class 1 is affected by class
0 load , Similarly, the queue saturation point
of class N can be determined by the
Summing the loads of the classes of priority
up to N.

3.2 Queuing model based on Exponential
Weighted moving average formula (EWMA):

In this model a class traffic identifier/
classifier is inserted into the queue to
identify the class traffic. The sensor node
also maintains a separate traffic queue. The
classifier is used to classify the packets
depending on the traffic class and sends to
an appropriate queue. Then Priority is
assigned to each queue. Depending on the
priority the scheduler schedules the packets.
High and low priority is assigned depending
on the source traffic and transit traffic [3].
The congestion detection is measured using
packet service ratio r(i).

Congestion Detection:

The measure the level of congestion the
service packet ratio r (i) is used at each node
i. Then the service Packet ratio is calculated
by using

r (i) = Riserv / Ri
sch (2)

Where, Riserv is the packet service rate of
the node and
Ri

sch is the scheduling rate of the packet
with respect to node i.

The packet service ratio reflects the level of
congestion at each sensor node. If the
obtained ratio is equal to 1, then the
scheduling rate and service rate are said to
be equal. Else if the ratio is greater than 1,
then the rate of scheduling is less than the
rate of packet service. In both these cases,
detection of congestion does not happen. In
the meanwhile if the ratio of packet service
is less than 1 and if the rate of scheduling is
more than the rate of service it causes the
packets to be queued which indicates the
congestion. This congestion can be
overcome by using the rate adjustment hop
by hop. When the node receives the
notification information about congestion,
the nodes adjust the rate accordingly. The
algorithm is as follows:
Step 1: The average time of service ti

s is
calculated by using EWMA formula

ti
s=(1-Ws) ti

s + Ws ti
s (3)



Where Ws is constant between 0< Ws <1

The average service packet rate is
calculated as the inverse of the average time
of service

Riserv= 1 / ti
s (4)

Step 2: Let SPi
j denotes the priority of

source traffic for an application j with
respect to sensor node i. The total source
priority for each node i is then calculated as
the summation of all the source traffic
priority of all the applications running in it.

SP(i) = ∑ SPi
j (5)

Step 3: The rate of source traffic priority for
different applications running in it is
calculated as follows

Ri
J = Ri

sch* SPj / SPj
i (6)

Using these formulas the different source
priorities is calculated and class is assigned
to each node.

3.3 Queuing model based on probability:

For obtaining fair allocation the
intermediate nodes are divided as near sink
nodes and near source nodes. Then the route
is established which depends on low and
high priority of the sensed data. If there is
congestion detection, auxiliary routing is
established to make a node to non
congestion. For allocation using fair rate
near source and sink source control
congestion module is designed based on the
probability[4].

The intermediate node estimates the ratio
PR as:

PR = # of packets(label>0)                   (7)
# of total delivering packets

If the value of PR is larger then the node is
closer to the source node. If the value of PR
is less then threshold the node is closer to
the sink node. For the route allocation the
probability PSRi is calculated using the
equation

PSR i = L R i/ HNi (8)
∑k (LRk / HNk)

Where LRi is the length of the route between
sink node and node I,
HNi is the number of hop count for the ith

record route.
Through this, low and high priority is
recorded at the node and routing is done
based on this decision.

3.4 Queuing model using window technique:
The window technique used is fair

allocation control window (FACW). In this
technique, every sensor maintains a control
window of size N which stores the traffic
classes of latest packets sent by neighbors or
by it. The traffic class ‘c’ in the window is
represented by ‘hc’, if this value is higher
then it corresponds to higher priority,
otherwise it corresponds to lower priority.
When the sensor collects data with type c, it
behaves as follows: if the number of ‘c’
classes in its window is less then ‘ hc’ it
transmits the packet, else it waits a random
time (or may drop the packet) and retry later
.The packet sent through the window is
updated by inserting an object of class ‘c’
according to First In First Out (FIFO)
policy[5]. This technique is explained well
through Continuous Time Makrov Chain
(CTMC) with finite state machine.

The main idea of FACW is that the data
traffic in a sensor network is classified into a
finite set of M classes K= { c1,c2,…cM}.
Each node maintains a control window of N
size where the latest N transmissions are
stored. In the window hc entries of class c is
stored. The entries in the window has the
values of hc for which c ε K.

The CTMC model assumptions of FACW is
that, the packets generated are according to
the independent Poisson Process whose rate
depends on the state of the window and the
tree structure. The CTMC equation for
finite state space is given by

Q(x, x’) =    λc(|x|c)   if x’ = (c, x1 to xn-1)
and |x|c <  hc

0           otherwise. (9)

Where

(|x|c) = represents the state of the window.
λc = Independent poison rate
c = class
hc = Traffic priority



This method maintains a window at each
node with the information about traffic
perceived and drops the packets that has
reached maximum population in the window
by fairly allocating the bandwidth.

IV. CONCLUSION

The survey comparison presents the
thorough understanding of bandwidth
allocation techniques based on prioritization
using the MAC protocols. We have studied
the major classifications of queuing model
based on various applications which solves
the problem of collision, idle listening and
so on. Among the various techniques
studied, the queuing model with little’s
formula proves to be better for fair
allocation of bandwidth as it also considers
the delay factor for assigning the priority for
data transmission. In this study static base
station and nodes are considered, further
studies may be extended for the scenario
where mobility of the sink or sensor nodes
or both can be considered.
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Abstract—Due to the development of agriculture, most of the 

food needed to feed the population has been produced through 

industrialized agriculture. Agriculture is demographically the 

broadest economic sector and plays a significant role in overall 

socio-economic fabric in India. India ranks second worldwide in 

farm output. Digital agriculture or precision agriculture is an 

abstraction where the farmer will be able to access the 

parameters related to his farm and control them manually or 

automatically. The wireless sensor networks play a major role 

in achieving the need. They include computation, wireless 

communication capabilities and small nodes of sensing. This 

proposed technology will improve the crop yield and maintain 

quality. In this paper, we have used various sensors in garden 

area. This implementation of wireless sensor network 

technologies is also helpful for faraway surveil in the various 

applications of the agriculture field. 

 

Index Terms—Precision Agriculture, Wireless Sensor 

Networks, GSM, Sensors. 

 

                I.INTRODUCTION 

In the past, agriculture has played and will continue to play a 

dominant role in the growth of Indian economy in the 

foreseeable future.  It represents the largest sector producing 

around 28 percent of the GDP and is the largest employer. 

New technologies are needed to push out yield frontiers, 

utilize inputs more efficiently and diversify to more 

sustainable and higher value cropping patterns. Indian 

agriculture is faced with a great diversity of needs, 

opportunities and prospects.  Future growth needs to be more 

rapid, more widely distributed and better targeted.  These 

challenges have profound implications for the way. We 

prefer a sensor network which uses low cost components and 

required software.  

The wireless sensor network is used in soil moisture 

management, humidity control, temperature sensing, CO2 

sensing etc. These sensing electronics compute the 

conditions of environment and convert them into electrical 

signals which when processed gives the information about 

the situation near the sensor. This information is 

communicated with the farmer by means of GSM 

technology, Zigbee technology etc. The data which is 

obtained from WSN is saved in the form of numerical data in 

central base station so that an individual can access the data 

from a web browser also. Due to the technological 

advancements, low power and powerful sensor nodes can be 

produced. Sensor nodes are basic elements which comprise 

of sensing, computing and wireless communication unit. 

WSN interfaces with the local or wide area network. In 

sensor networks, distributed control is used because in 

centralized control, if the central architecture fails the entire 

network will disintegrate. In this paper, Section II discusses 

about existing works, section III explains about proposed 

system, section IV describes about implementation, section V 

is about future works and, section VI concludes the paper. 

II.RELATED WORK 

Research works related to precision agriculture is quite large 

in number. Some of the works of precision agriculture are 

listed as follows- 

Precision farming solution [1]; Precision agriculture using 

wireless moisture sensor network [2]; this research work 

provides the scope for analysing the applications of the soil 

sensor in precision agriculture. The moto of this research 

work is to estimate the fluidity or moist content of the soil. 

Since moisture of the soil required for variety of crops is 

different and it can be determined with the soil sensors. 

Realization of precision agriculture monitoring system based 

on wireless sensors [3]; in this documentation variety of 

sensors are used and working of each sensor is processed by 

wireless network. The data collected by each sensor is 

preserved by the sensor module which notes the working of 

the sensors the sensor module looks after the further 

exchange of preserved information intermediate to receiver 

and transmitter. Precision agriculture for green house using a 

wireless sensor network [4]; the outcome of this work is to 

make out the operation of WSN to monitor the agriculture 

parameters. A low-cost wireless sensor network for precision 

agriculture [5]; the insight of this project is to appeal WSN 

for precision agriculture. IoT in precision agriculture 

applications using wireless moisture sensor network [6]; in 
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this paper we can go through the applications of WSN and 

WMSN in monitoring the moisture sensors. 

III.PROPOSED SYSTEM 

The system network comprises of a number of sensor nodes 

as shown in Fig.1. Each sensor node consists of a sensor unit, 

and a transmitter unit.  Then, there is a receiver unit that 

receives information (the location of the node, status of the 

particular part of the field i.e. soil moisture content, 

temperature and humidity etc. from the sensor unit in the 

node) from the sensor node, processes it, makes decision to 

whether to irrigate or not to irrigate the field and notifies the 

farmer to take required action.  

 

Fig.1 Block Diagram of the proposed system 

In the sensing unit, there are four sensors (the soil moisture 

sensor, temperature/humidity sensor, rain drop sensor and 

fire sensor) which sense the respective factors and the sensor 

values obtained are given to the transmitting unit. The 

transmitting unit takes the information from the sensing unit 

and through the RF module, sends it to the receiving unit. 

The receiving unit collects the information sent by the 

transmitting unit of the sensor node. The data received, is 

then processed and sent to the farmer (mobile phone) which 

happens through GSM. The farmer will thereby be notified 

about the respective node area and given options to turn 

ON/OFF the motor. The farmer now has to give the 

necessary command to the system. But if he fails to do so, 

the system gives a small amount of delay and does the task 

by itself. This makes the system more efficient as the farmer 

will be aware of each and everything happening in his farm 

even when there is nobody in the field. If the soil moisture 

level is low, the motor is turned ON and as soon as the soil 

moisture is retained, the motor is turned OFF. If the pre-set 

time period is say, 30 minutes, then every 30 minutes, the 

farmer will be notified about status of his field. 

IV. IMPLEMENTATION 

The proposed system was implemented in the garden of 

BMSIT&M campus, Bengaluru. The soil was first examined 

before implementation of the system. The results obtained 

are listed in Table.1  

Table.1: Soil Test Results 

Organic Matter 2.8% 

pH 7.6 

Olsen Phosphorus 45 ppm 

Bray 1 Phosphorus 40 ppm 

Potassium 89 ppm 

Sulfur 6 ppm 

 

The ideal pH for grass and cereal soils vary, the optimum pH 

for grass is 6.3, while for cereals it is 6.5. If the pH value is 

lower or higher than these values, the supply of macro-

nutrients (N, P, K and S) to the plant will be reduced, which 

will have a negative impact on the yield. As the pH of the 

soil was observed to be higher than the optimum value, it 

was neutralised by the usage of required amount of buffer 

index. Similarly, the concentration of Nitrogen, Phosphorous, 

and other essential nutrients were also optimised and the soil 

was made ready for implementation of the designed system. 

Two controlling units were used, one of which was placed 

near the field to which all the sensors were connected and the 

other controller, a little away from the field. The transmitter 

unit (Fig.2) is connected with an RF transmitter which helps 

in transmitting the data from one controlling unit to the other. 

The other controller at the receiver end (Fig.3) which is 

placed away from the field is connected to an RF receiver 

which receives the data transmitted from RF transmitter.  

Soil moisture sensor, used to give the measure of the 

moisture content in the soil, is one of the most important 

sensors which is useful for the irrigation purposes. Based on 

the soil water content one can know how much to irrigate the 

field. A rain drop sensor is used to measure the amount of 

rainfall. A temperature and humidity sensor are used to 

measure the temperature of the soil and atmospheric 

humidity which helps the farmer to understand better about 

the necessities of the crop and decide the quantity of water 

required for it, type and amount of pesticides to be treated 

with, and other requirements, for the health of the crop. The 

temperature and the relative humidity of the surrounding 
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environment majorly contribute to the health of the crop.   

Relative humidity is the ratio of the actual vapour pressure to 

the saturation vapour pressure expressed as a percentage. 

   (1) 

A brief study was conducted with the help of the Professors 

of University of Agricultural Sciences (GKVK), Bengaluru, 

regarding the dependency of the occurrence of a disease on 

the temperature and relative humidity. Based on the 

inferences made, whenever the temperature & RH 

combination nears to the favourable condition for a disease, a 

small dosage of chemical or pesticide is mixed with the 

sprinkler system using valve control, as precautionary 

measure. If the favourable conditions sustain for long as 

shown in the Table.2, higher dose of pesticide is added. 

Different crops have different set points (temperature, RH 

factor) for different diseases.  

Table.2: Set points for different diseases 

Disease 
Temperature 

(oC) 

Rh 

(%) 
Duration 

Late blight 10-16 oC >90 >100hrs 

Early blight 26-29 oC >80 
4-5days 

 

Leaf mold in 

green house 

tomato 

24oC and 26oC >85 10days 

Powdery 

mildew 
20oC to 30 oC >95 5-7days 

All these determinations made are monitored in the controller 

at the transmitter end and are transmitted to the receiver 

through RF transmitter. The RF receiver connected to second 

controller, receives the data from the transmitter and sends it 

to the farmer (mobile) through GSM. Any message sent by 

the user is also received at the second controller any message 

from the farmer is also received by the receiver. The LM393 

(soil moisture sensor) sensor used to advice the customer to 

water their plants, determines dielectric permittivity of the 

neighbouring medium. It works at 5V voltage. In soil, 

dielectric permittivity is a function of the water content. A 

voltage corresponding to dielectric permittivity is created by 

the sensor and accordingly the water content of the soil. The 

sensor averages the water content over the entire length of 

the sensor. 

Fig.2 Transmitter section of the proposed system 

Fig.3 Receiver section of the proposed system 

The DHT11 (temperature and atmospheric humidity sensor), 

is a temperature and humidity sensor complex with a 

calibrated digital signal output. A capacitive humidity sensor 

and a thermistor is used to determine the neighbouring air 

and gives out a digital signal on data pin.  A resistive type 

humidity measurement component and an NTC temperature 

measurement component is also accommodated in the sensor. 

It connects to high performance 8-bit microcontroller. 

Offering finest quality and cost effectiveness. It is fairly easy 

to use but requires careful timing to grab data. Rain 

observation is done using rain drop sensor. It determines 

rainfall intensity. A rain board and a control board are 

included that are separated for more convenience. It has a 

power indicator LED and a modifiable sensitivity through a 

potentiometer. The module is based on the LM393 op-amp. 

Rain drops are collected on a printed circuit board. As rain 

drops are collected on the circuit board, they create paths of 

parallel resistance that are determined by the op-amp. Lesser 

the resistance, the lesser the voltage output. Conversely, 

lesser water, the greater the output voltage on the analogue 

pin. The RF module, as the name suggests, operates at radio 

frequency. It is suitable for long range applications as it can 

transmit data through larger distances. RF module comprises 

of an RF transmitter and an RF receiver.  
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An RF transmitter module is a small size PCB capable of 

transferring a radio wave and modulating radio wave to carry 

data. Transmitter is usually subject to modulating 

requirement which commands the maximum acceptable 

transmitter power output. An RF receiver module takes the 

modulated RF signal to demodulated modules, namely, the 

super-regenerative receivers and super-heterodyne receivers. 

Super-regenerative modules are low power designs and low 

cost using a series of amplifiers to remove modulated data 

from a carrier wave.     The SIM900 is a complete Quad-band 

GSM solution in a SMT module which can be installed in the 

user applications. A GSM modem is a device which can be 

either a mobile phone or a computer or any other processor 

communicated over a network using GSM modem. When the 

SIM card mounted GSM modem receives digit command by 

SMS from any cell phone it sends that data to the MC 

through serial communication. The GSM modem accepts 

command ‘STOP’ to evolve an output at the MC when the 

program is executed. A wireless communication technology 

that is used to replace the cables connecting electronic 

devices is Bluetooth technology. RF technology known as 

‘star topology’ is used to control these devices. Bluetooth 

networks can be built as piconets or scatter nets depending 

on the number of nodes in the network. 

                     V.FUTURE WORK 

In future the module can be equipped with numerous sensors 

which are advanced in technology. The system can be 

annexed with a camera by usage of which, the farmer can 

also get the visual status of the present situation of the field 

and its surroundings. Adding different sensors like pH 

sensor, leaf moisture sensor etc. can yield better results. Also, 

we can use technologies like Zigbee for wireless data 

transfer. Irregular or insufficient rainfall can be a serious 

issue in agriculture. To overcome this issue, we can use 

sensors which detect the soil moisture, temperature, fire. This 

can help farmer in decision making about suitable amount of 

irrigation water. In future, it can also be foreseen that the 

farmers are given the basic knowledge of system being 

implemented, which also adds to efficiency of the yield and 

ease of practicing precision agriculture techniques for the 

farmer. 

                       VI.CONCLUSION 

Precision plays a very important role in agriculture. Primitive 

methods of irrigation and other agricultural practices that are 

still in existence in some parts of the world need to be 

improved. Proper implementation of advancement in science 

and modern technology with maximum efficiency both in 

terms of management and control and also economy, can 

prove to be of great help in achieving progress in agriculture. 

The aim of this paper is to review the technical and scientific 

state of art of Wireless Sensor Technologies. In recent times, 

WSNs are widely applied in various agricultural applications. 

Sensors are very useful in agriculture. We have successfully 

implemented the wireless sensor network in the field and the 

information was communicated to the user.  
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